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W e are living through a revolution in human technology driven by digital 
data. Nearly every piece of technology we use, from cars to refrigerators, 
now produces—and in some cases, even analyzes—digital data. Further-
more, digital data is now integral to every human endeavor, from dating 

to warfare. Data is a key component in decision-making and is crucial to warfighting 
concepts like Information Advantage and Decision Dominance. Thus, it is increasingly 
important for military and security professionals to understand digital data and the 
technologies built upon it, such as Artificial Intelligence (AI). 

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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In an age where digital data reigns supreme, its 
safeguarding and strategic utilization have become 
paramount to maintaining effective cybersecurity. 
This special edition of The Cyber Defense Review delves 
into the multifaceted roles that data plays within the 
cybersecurity landscape, offering a comprehensive ex-
ploration of emerging technologies, innovative frame-
works, and strategic approaches to enhance data secu-
rity and leverage its potential.

We begin our exploration of digital data and cyber-
security in this edition by establishing a new concept: 
cyber data sanitization. “Cyber Data Sanitization: A 
Cyber Revival at the Heart of the Next Data Battle” 
highlights the pivotal challenge of data pollution and 
explores innovative tools and standards for maintain-
ing digital hygiene and optimizing data processing. 
By repurposing existing cybersecurity tools to clean 
data beyond malicious activities, cybersecurity expert 
Arnaud Le Dez proposes a new domain of cyber de-
fense, essential for preserving operational efficiency 
and supporting AI advancements.

To initiate the research section of this edition, we 
begin with an article that establishes the importance 
of data and data-driven technologies through the 
concept of analytic superiority. In “The Importance of 
Analytic Superiority in a World of Big Data and AI,” 
Drs. Grossman and Goldman outline a comprehensive 
framework for achieving analytic superiority, which 
involves collecting requisite data, developing robust 
analytic models, and deploying these models effec-
tively. Emphasizing the importance of staying ahead 
in the analytic race, the authors highlight how the U.S. 
can maintain cyberspace superiority by outpacing ad-
versaries in analytic capabilities.

Major Iain J. Cruickshank, Ph.D., is a data and 
decision scientist (Functional Area 49) in the 
U.S. Army. He currently serves as a Senior Re-
search Scientist within the Army Cyber Institute 
at the United States Military Academy (USMA) 
at West Point and has previous assignments 
with the 780th Military Intelligence Brigade and 
the U.S. Army Artificial Intelligence Integration 
Center. He is also adjunct faculty in Carnegie 
Mellon’s School of Computer Science. Major 
Cruickshank earned an M.S. in Operations Re-
search from the University of Edinburgh and a 
Ph.D. in Societal Computing from Carnegie Mel-
lon University. His research interests include 
development of novel, artificial intelligence 
based computational social science techniques 
and multi-modal machine learning, particularly 
as it applies to military and national security 
problems.
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A critical component to unlocking data’s value for 
the warfighter is the security of data. In “Emerging 
Technologies for Data Security in Zero Trust Environ-
ments” Davis et al. evaluate cutting-edge technologies 
that promise to fortify Zero Trust Architecture (ZTA) 
data security capabilities. By focusing on differen-
tial privacy, confidential computing, homomorphic 
encryption, blockchain, and alternative computing 
methods, this article provides a forward-looking per-
spective on how these innovations can secure data 
throughout its lifecycle. The authors meticulously 
assess each technology's potential benefits and draw-
backs, underscoring the need for a nuanced approach 
to integrating these tools into ZTA implementation 
frameworks.

No discussion about data security would be com-
plete without considering the pending quantum revo-
lution in cybersecurity. “An Introduction to Quantum 
Computing and Applications” provides a practical 
guide for understanding and leveraging quantum in-
formation science (QIS) technologies. This article elu-
cidates how quantum sensing, networking, communi-
cations, and computing can offer strategic advantages 
in military operations. Emphasizing the importance 
of informed leadership, First Lieutenant Singh and 
Dr. Carlson argue that a grasp of QIS applications is 
crucial for maintaining a competitive edge over our 
adversaries.

When it comes to defining data and its potential, 
we should have new mental models for digital data 
and understand that not all data is good data. Chal-
lenging the conventional analogy of data as oil, “Data 
as Ammunition – A New Framework for Information 
Warfare” presents a compelling case for viewing data 
through the lens of military ordnance. This paradigm 
shift offers a more accurate depiction of the strategic 

Lieutenant Colonel Nathaniel D. Bastian, Ph.D., 
is an Academy Professor and Cyber Warfare Offi-
cer at the United States Military Academy (USMA) 
at West Point. He is also concurrently serving as 
a Program Manager at the Defense Advanced 
Research Projects Agency (DARPA). At USMA, 
Lt. Col. Bastian serves as Division Chief, Data & 
Decision Sciences, Senior Research Scientist, and 
Chief Data Scientist at the Army Cyber Institute 
within the Department of Electrical Engineering 
and Computer Science. Lt. Col. Bastian earned a 
M.S. in Econometrics and Operations Research 
from Maastricht University and a M.Eng. in 
Industrial Engineering and Ph.D. in Industrial 
Engineering and Operations Research from Penn-
sylvania State University.  His research interests 
aim to develop innovative, assured, intelligent, 
human-aware, data-centric, and decision-driven 
capabilities for cyberspace operations. 
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risks associated with data. By categorizing data as ammunition, Lieutenant Colonel Dawson 
and Colonel Matthew argue, we gain a clearer understanding of its potential threats and how 
to mitigate them effectively. This framework is particularly relevant in an era where data 
storage capabilities have skyrocketed, making it crucial to reevaluate our approaches to data 
security and privacy.

Finally, no discussion of data is complete without talking about the challenges of overcom-
ing data scarcity for data-driven tools, like AI. The scarcity of labeled training data poses a 
significant hurdle in developing specialized AI for cybersecurity. “Overcoming the Labeled 
Training Data Bottleneck, A Route to Specialized AI” explores the potential of large language 
models to generate high-quality, task-specific datasets. By synthesizing existing network in-
trusion analysis datasets with domain knowledge, Dr. Starzl was able to create a new dataset 
tailored for zero-day exploit detection. This innovative approach demonstrates the effective-
ness of using advanced AI techniques to overcome data scarcity, paving the way for more 
efficient and effective cybersecurity solutions.

We conclude this edition of The Cyber Defense Review with some important reflections on 
the role of leadership in cybersecurity. “Leadership Matters,” by Lieutenant General (Ret.) 
Edward C. Cardon, reflects on the transformative journey of the U.S. Army Cyber Command. 
Cardon emphasizes the need for continual adaptation and collaboration among various 
stakeholders to enhance cybersecurity capabilities. He advocates for leadership to push the 
envelope in all aspects of cybersecurity, including technologies, concepts, and people be-
cause the future is there to be seized by those who constantly hone their skill and maintain 
the will to execute.

The articles in this special edition collectively underscore the centrality of digital data 
in contemporary cybersecurity discourse. From the integration of emerging technologies 
in Zero Trust environments to innovative frameworks for data management and strategic 
leadership, our contributors offer valuable perspectives on how to harness data’s value while 
safeguarding against its inherent risks. As we navigate the complexities of the digital age, 
understanding and leveraging data will be crucial to achieving and maintaining cybersecu-
rity resilience. We hope this edition inspires further exploration and innovation in the vital 
intersection of digital data and cybersecurity.  
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The views expressed in this work are those of the authors and do not reflect the official pol-
icy or position of the United States Military Academy, the Department of the Army, or the 
Department of Defense.
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INTRODUCTION 

We are only at the beginning of the history of cyber defense and the future 
holds immense promise. We have already seen significant advancements, 
and with the increased reliance on data, there is no end in sight. Foresight 
provides us with a unique opportunity to envision various potential cyber 

futures. It serves as a framework for crafting scenarios, which we can elucidate using 
methodologies, data analysis, and research. These futures become much more tangible 
when the key players and the factors that shape them are understood.

Among potential futures, the battle against data pollution emerges as a particularly 
promising prospect, thanks to the advent of new capabilities such as those described here 
and derived from cyber technology. This battle signifies not just an enhancement of cyber 
defense, but its evolution and expansion, paving the way for a new domain.

Data pollution is the degradation of the digital environment by data that can be consid-
ered as waste or a nuisance. These data can be naturally produced by digital systems for 
their operation or linked to human activities in the digital space. Data pollution is likely to 
affect the health of digital systems and the quality of processing, leading to degradation or 
interference with operations in cyberspace. We are in a familiar universe here, cyber-at-
tacks can be a form of pollution.

U.S. Army Cyber Command refers to data pollution as a “data rationalization” problem.1 
If the cybercommunity does not solve the problem of data pollution, we will not be able 
to pursue our activities with the same efficiency and by developing new artificial intelli-
gence capabilities. Just as cyber encompasses all digital activities, this fight against data 
pollution involves all systems, including command and control systems and other areas of 
warfare and intelligence systems where data optimization is a constant objective. 

© 2024 Arnaud Le Dez

Arnaud Le Dez

Cyber Data Sanitization: 
A Cyber Revival at the 
Heart of the Next Data Battle
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Data analysis is at the core of cyber defense and cy-
bersecurity tactics. Once processed, data yields a cog-
nitive effect that benefits both defenders and attackers. 
A major concern within cyber is the over-processing of 
data. A novel tactic within cybersecurity aims to sani-
tize the digital battlefield for improved detection of ne-
farious acts and the enablement of counteractions.

The battle against data pollution strives to optimize 
data processing. The issue is as much about optimizing 
processing as it is about reducing digital costs and lim-
iting the fog of data war to enable operating in a more 
visible data environment. It curbs certain excesses, 
especially uncontrolled data generation from various 
sources like cybersecurity, intelligence, artificial intel-
ligence, faulty systems, saturation attacks, and more. It 
morphs cyber defense into an ecological capability that 
aligns with today’s societal and battlefield challenges. 
This innovative and beneficial application area has the 
potential to rejuvenate the cyber defense operational 
environment, broadening its scope with optimized data 
use at its core.

The battle against data pollution is requires a partial 
shift in the application of cyber tools, which will detect 
pollution as an assault on our systems. Sanitation has 
always been a cyber concern. Now, it takes on an even 
greater role: the need to sanitize data will accompany 
the defender through all stages of digital conflict.

In addition to unlocking a new market via a fresh 
class of cyber-based tools, the battle against data pollu-
tion will also enhance cyber defense and the efficiency 
of command-and-control systems across the battlefield. 
It will allow cyber defenders to concentrate on genuine 
attacks by cleaning up the digital environment. This 
cleanup will also free processing capacity on tactical 
mission command systems that are currently ineffi-
cient in data processing. The battle against data pol-
lution aids in equipping our tactical formations with 
more potent cyber tools.   

Arnaud Le Dez works for Capgemini in Paris 
as a consultant on cyber strategy and gover-
nance for C-level executives and CISOs of ma-
jor companies. He was a French Army officer 
for 28 years, with responsibilities in electronic 
warfare, cyber defense, and intelligence. He 
has over six years of experience working with 
the U.S. Army during several missions in the 
Middle East. During the last ten years of his 
military career, he held various responsibili-
ties in cyber defense operations in the French 
COMCYBER. He is an associate researcher at 
the conflict transformation division of Saint-Cyr 
Coëtquidan Military Academy Research Center 
and is the author of a book on the tactician 
level in cyber defense “Tactique Cyber, le Com-
bat Numérique,” published in January 2019 in 
Economica.
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We all need to know when we create and/or use systems that generate polluted data. We must 
recognize it and remedy it for the sake of operational efficiency. Data pollution is becoming our 
fog of war. The intent of this article is to show that we can combat data pollution by reusing 
knowledge and tools we use in cyber in what can be called the digital domain environment. 
This concept applies to beyond just the cybersecurity practitioner to all commanders who rely 
on high-quality data to make decisions.

THE CYBER MODEL: ITS LIMITATIONS AND EVOLUTION
Cyber defense derives from numerous developments in the evolution of cybersecurity. Orig-

inally, the reliability and availability of systems were initially dictated by advancements in 
electronics and protocols, which form the backbone of our current digital capabilities. The 
1990s saw an expansion of interconnections via the Internet and the elevation of security of in-
formation systems to a higher priority. This was particularly due to the emergence of new tools 
and structured governance. The Y2K bug presented an opportunity to rectify past mistakes 
and establish contemporary security policies.

As tools evolved and it became apparent that mere protection of our systems was inadequate, 
we had to operationalize the cyber profession in an environment riddled with ongoing attacks. 
This operational approach, centered on the need for real-time actions to defend against attacks 
that are truly combat, facilitated the transition to the present-day cyber defense. The time from 
detection to action has been significantly reduced, thanks to new capabilities for generating 
and processing cyber data, enabling a swift response that increasingly anticipates the unex-
pected and mirrors the interactions found in military combat.

The current cyber defense model is based on the generation of an astronomical amount of 
data in systems dedicated exclusively to cyber use, followed by real-time analysis to detect 
anomalies that could signify attacks. During this operational phase, cyber intelligence has be-
come indispensable for parameterizing tools to detect and characterize adversaries, regardless 
of their location. It is necessary to know and understand an adversary’s tactics and weapons 
when developing pre-validated automatic responses.

The cyber community is using its tools to generate increasing amounts of data2 from a grow-
ing number of sources, driven by the fear of overlooking the slightest indication of nefari-
ous actions in a world where our adversaries are constantly adapting. This data accumulation 
presents its own set of challenges. Not only is it time-consuming to store and process on a 
massive scale, but it is also difficult to extend our tools into highly constrained environments. 
The extension of cyber into new environments, towards all digital objects of everyday life (or 
weapons) and into increasingly contested digital universes, is one of today’s most significant 
challenges.

The industrial environment that supports much of the world’s critical infrastructure is cur-
rently at the epicenter of commercial digital transformation and is simultaneously the target of 
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increasingly disruptive and costly attacks. The defense sector views it as an important part of 
the field of conflict: it is a source of cyber intelligence, but it also needs national-defense level 
counter-measures.  This necessitates a rethinking of cyber defense tools.

We are increasingly using smaller and more autonomous digital devices that often have 
limited data processing and storage capacity. Anything our military or government employ-
ees use, both in the course of their jobs and in their private lives, could be targeted by our 
adversaries. These systems include digital industrial or military equipment, cars, satellites, 
weapons with digital systems, watches, or personal fitness devices.3 Such systems either need 
to be designed for defense or assessed for the risk they could pose if targeted by our adversar-
ies. However, the deployment of our cyber tools is often not planned and often not possible for 
these devices. They are often closed systems, limited in their processing capacity, constrained 
in their interconnections, and not designed to accommodate outside cyber tools.   

ARTIFICIAL INTELLIGENCE AND DIGITAL TWINS: THE PIONEERS OF TODAY’S 
TRANSFORMATION

Artificial intelligence and digital twins4 are at the forefront of today’s transformation, further 
amplifying the presence and importance of data. For instance, we can use digital twins, virtual 
representations of physical or information technology systems that is updated in real-time, to 
apply intelligent simulation algorithms and predict anomalies indicative of future attacks or 
improve those we are planning using AI. In the defense sector, the combination of a digital 
twin with artificial intelligence will pave the way for predictive combat in the cyber domain, 
for both the offense and defense, enabling military planners to better synchronize cyber oper-
ations with operations in the other warfighting domains. Using AI and digital twins in a cyber 
fight will lead to a cleaner digital environment and reduce complexity, allowing commanders a 
clearer view of battlefield, both in the present and the future. Clean data will make operational 
planning easier because there are fewer unknowns. Cleaner data and a clean cyberspace envi-
ronment contribute to the predictability of cyber actions, reduces the fog of cyber warfare, and 
makes cyber operations planning more relevant.

Therefore, we must question the limitations of our models across all battlefield systems. By 
their very nature, they restrict cyber action in certain digital facilities; artificial intelligence 
and digital twins could potentially exacerbate this problem. Increasing processing capacities 
to meet this challenge is costly, as are the potential battles lost, should our digital combat sys-
tems fail. The volume of data generated across our current systems is colossal. The amount of 
data pollution or, at best, single-use data, is significant and poses challenges for both energy 
conservation and resource optimization. These challenges are amplified in constrained or con-
tested environments.

Cyber defense will need to evolve and mandatorily involve a more selective approach to data: 
less data, or higher quality, with a better understanding of its power and limitations. We thus 
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need to create different digital blueprints to apply various cyber data processing schemes, 
thereby increasing the probability of detecting attacks.

This is a global phenomenon that does not just affect cybersecurity. Reducing data pollution 
will become a major objective: this problem is ubiquitous. Even though cybersecurity and cy-
ber defense are currently noise generators within the digital landscape, they are also part of 
the solution, as we shall see below.

THE CYBER BATTLE AGAINST DATA POLLUTION
 There is a need to repurpose cybersecurity tools to clean up data beyond just that which is 

deemed malicious. Often cybersecurity tools analyze data and generate a response that can 
be simplified to “good data or bad data.” The analysis grid is based solely on harmfulness, in 
terms of whether the data are part of a cyber-attack. Cyber tools have the capacity to analyze 
and process data in all systems, with a logic that is both autonomous and integrates centralized 
control and increasingly automated action. The detection, command, and response chain, often 
called the XDR-SIEM-SOAR chain, is completed by antivirus, firewalls, intrusion detection and 
protection systems (IDS/IPS), and other tools.

Today, processing criteria within the cyber community are only concerned with security.  
We can broaden this limited focus and transform our cyber tools and cybersecurity using an 
ecological approach that includes the fight against data pollution. This will enable us to create 
a new range of tools in the marketplace, and to go beyond the current limits of cybersecurity 
and its extensions.

The use of cyber tools to combat data pollution can first be envisioned by modifying the crite-
rion of harmfulness. For example, firewalls filter data and can be extended to block all forms of 
pollution. Detection cyber tools (EDR/NDR/XDR) and antivirus systems analyze data, with the 
ability to detect and clean them up (or quarantine them). Security Operations Centers (SOCs) 
steer the entire process and manage resource optimization thanks to a form of intelligence that 
seeks to characterize what pollution is and what the tactics, techniques, and procedures (TTPs) 
of these polluters are. All cyber systems can potentially be used to combat data pollution, often 
after a few simple modifications, possibly involving some intellectual and technical adjustments. 

The most challenging aspect is the characterization of data pollution, a task that requires 
the continuous updating of pollution indicators. We are going to have to invent Data Pollution 
Threat Intelligence (DPTI), just as we have Cyber Threat Intelligence (CTI). We need to build an 
evolving dictionary for characterizing pollution, just as we have built an evolving dictionary 
for characterizing cyber-attacks. This characterization is as complex as the definition for what 
constitutes malicious data, and this lies at the heart of the cyber problem. 

We must also remember that data that are polluted today may not have been in the past 
or will not be in the future. Pollution may be obvious and constant, but it can also be tempo-
rary, making it essential to have an ongoing ability to clean up the data. AI could help us by  
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generating identical data with the same processing purpose, while at the same time eliminat-
ing pollution. Cleansing is an essential component in the fight against data pollution, and here 
again, the tools used could be derived in part from other cybersecurity efforts.

It is important to bear in mind that cyber tools will not be the only solution. With the increase 
in sensors across the world as well as the increase is the use of deception, data pollution has 
the potential to be a much more important phenomenon than cyber-attacks. There is a need 
to scale up, and to promote low-cost digital hygiene solutions. The solution will include new 
standards and controls along with a reactive alert network. In this new environment, there is 
a place for innovative software companies to detect, alert, and cleanse data.

CYBER OBJECTIVES IN COMBATING DATA POLLUTION
The battle against data pollution offers numerous benefits. The most evident is the declutter-

ing of our systems by limiting our data to only what is relevant. Navigating directly to perti-
nent data and examining it from various perspectives will be a crucial challenge in ensuring 
that cyber does not get submerged in digital info-obesity.

The advantages for cyber are clear. A system with less data, both in flow and in storage, is 
naturally easier to monitor with cybersecurity tools. It is always simpler to detect an attack on 
a clean system than on a polluted one.

Considering that some cyber-attacks also constitute a form of pollution, these new tools will 
aid in curbing the spread of the threat. For instance, spam and network scans can be catego-
rized as pollution. While network scans are necessary on operational networks, it should be 
ultra-compressed and encrypted and when complete the results should then be placed in a 
virtual “garbage can” or, in case cyber intelligence or cyber forensics analysts need them, in a 
separate database, away from operational networks. Reducing these data would enable cyber 
analysts and tools to focus their energy and effort on the more complex attacks. It would also 
allow cybersecurity algorithms to operate on technically more constrained systems, thereby 
extending the defended areas.

Cybersecurity is poised to branch out into new areas, including the industrial world and the 
numerous digital devices we use daily. These devices were not designed to accommodate the 
astronomical amount of data that our cyber models generate today. This effort to limit data and 
processing will therefore be a prerequisite for deploying our cybersecurity on certain low-pro-
cessing-power equipment.

Pollution control can be seen as a cyber hygiene measure, using a combination of tools and 
techniques that need to be kept simple and inexpensive. Cleaning up our data is not just a cy-
ber issue, but a more global or enterprise-level case of data management and data optimization 
- including the data we use in cyber security and cyber defense. The development of a new field 
is a business opportunity, with new financing and a new way of approaching a market that is 
much larger than cyber, and which will broadly enhance our security and defense.
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AI AND THE ONSLAUGHT OF CYBER DATA
Artificial intelligence (AI) will undoubtedly lead to significant advancements in cyber analy-

sis capabilities. This is the route currently favored by hardware and software manufacturers.5

AI is heavily dependent on the volume of data it requires for learning. It also generates a sub-
stantial amount of it.6 A recently emerging phenomenon is the synthetic data production to feed 
other AI algorithms, whose output, often called ghosts, is then fed into the datasets used to devel-
op the next AI algorithm in sequence until the desired outcomes are achieved. These ghosts are 
a dream where data appear plausible but do not actually contain real data in the context of the 
answer; some would call this fake data. This result is the so-called hallucination effect where AI 
developers and their resulting algorithms lose touch with the reality they are supposed to inter-
pret. Used this way, AI is producing data pollution on a scale that is proportional to the growing 
power of AI. This hallucination is the equivalent of shooting oneself in the foot, which will over-
whelm systems and produce incongruities triggering massive malfunctions.7 

To maintain a healthy digital environment, some Artificial Intelligence will need to be 
equipped with tools that can detect pollution and clean up the data they produce.8 This battle 
against pollution generated by AIs would be a method of control for AI production environ-
ments to maintain system availability. Ideally, the battle against data pollution would address 
the integrity of results by proactively seeking to eliminate the ghosts contributing to future 
malfunctions. We cannot work on dream data that will pollute our appreciation of reality and 
the quality of treatments. This will be even more essential when dealing with mission-critical 
systems, such as weapons systems, cars, or satellites. This mirrors the reasoning in cyberse-
curity, where we strive to define the normal behavior of a system as a method to detect abnor-
malities that could potentially be attacks.

NEW CYBER FRONTIERS
This new vision of cybersecurity should generate new interest for deployment in digital uni-

verses that have been neglected until now, or in highly confined environments. The global 
significance of combating data pollution is similar to that of comprehensive security, while 
simultaneously reaching audiences who are sometimes resistant to the concept of security. 
This implies that this new category of tools must liberate itself from this supervisory bond. 
Viewing cyber from an ecological perspective can attract new followers to a reputedly depleted 
field, possibly even gaining traction at the level of decision makers, hence contributing to the 
cyber defense cause.

The fight against data pollution helps to deploy cyber systems in highly constrained situa-
tions. Some digital infrastructures remain limited in the processing of data, as evidenced by 
operationally deployed military forces. Efforts to reduce the volume of unnecessary data are 
crucial given the military’s increased use of interconnected digital equipment. The mastery of 
data contributes to the agility of system usage, whether in the military or in business.



24 | THE CYBER DEFENSE REVIEW

CYBER DATA SANITIZATION: A CYBER REVIVAL AT THE HEART OF THE NEXT DATA BATTLE

In the military spirit of economy of means, less data equates to fewer flows, less storage 
media, and data processing with reduced energy consumption - and a reduced aging of the 
equipment. This should also contribute to the Low Data movement, which aims to accomplish 
the same tasks with less data. Undoubtedly, in a high-intensity conflict scenario involving 
massive use of cyber weapons, the ability to act in a degraded digital battlefield with tools that 
consume less data will help us to preserve freedom of action.

CONCLUSION: IT IS A QUESTION OF DEFINING EVIL DATA
Feedback from cyber experience is invaluable. We can morph cyber to generate an ecological 

capability that fits into a much larger global dimension. In cyber, it is difficult to define what, 
exactly, is an attack, characterizing it, and then blocking the malicious data. Everything de-
pends on the characterization of cyber evil.

We face the same difficulty in the fight against data pollution, except there is also a challenge 
regarding the persistence of this characterization. Data that are not polluted today may become 
so tomorrow and, more likely, they will become obsolete. We are witnessing a constant evolu-
tion of the threat. Good, timely, and legitimate data today, maybe be deemed evil or obsolete 
tomorrow, but then later be relevant as a mission focus shifts.  We are already familiar with 
this phenomenon. The difficulty is relative because the fight against data pollution basically 
uses the same thinking, the same organization, and the same tools as we have in cyber. The 
transformation is mainly based on the definition of pollution, on the ability to define the TTPs 
for handling data pollution. 

This characterization of pollution is much more than a technical or organizational challenge, 
it is also of a philosophical/political nature. The data used in combatting cyber threats has 
similar philosophical dilemmas. If undesirable data were labeled as polluted data, any software 
developed under this principle could become a formidable censorship tool. Some countries 
have adopted this philosophy while others declined. 

The battle against data pollution poses the exact same issue. At its heart lies the question of 
what we mean by polluted data, and whether this includes the informational level. The chal-
lenge here arises from the abuses that can occur at this level. We already have reflexes such 
as parental filters, but we must bear in mind that the subject is well known, and there are as 
many different answers as possible, often linked culturally. However, we need to be cautious, 
because these tools can also be used to suppress information that someone for selfish reasons 
would not want to see propagated.

While particularly useful as a military tool in the context of information warfare, we must 
remain aware that countering data pollution requires a degree of vigilance and control by pol-
icy, the virtue of democracy, and the guiding finger of the market.  
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ABSTRACT 

Rapid advances in machine learning, deep learning, artificial intelligence (AI), large 
language models, and generative AI have accelerated efforts to leverage these tech-
nologies for military advantage. We refer to these and related technologies as ana-
lytics. We present a framework as a guide to achieving “analytic superiority,” which 
is the operational advantage obtained through the ability to collect data required for 
analytics; build useful, performant, and robust analytic models; and deploy analytic 
models in operational systems to achieve objectives, while exploiting or denying an 
adversary’s ability to do the same. Analytic superiority is best understood in the 
context of the analytic capabilities of one’s adversaries, who also collect data, build 
models, and deploy them to achieve their own objectives and defeat the analytics of 
their adversaries. This framework emphasizes developing an analytic strategy, col-
lecting the data required, developing analytic infrastructure for managing and ana-
lyzing the data, building analytic models, and deploying analytics into operational 
systems to meet the objectives required by the analytic strategy. Although analytic 
competition is not new, it is an under-appreciated dimension of military and strate-
gic competition, and it is advancing at a faster pace than any previous technological 
competition. We discuss how U.S. cyberspace superiority, which is foundational to 
military advantage in the physical domains, now depends on prevailing in analytic 
competition with adversaries and thus requires adopting a strategy and processes to 
achieve analytic superiority.

Dr. Robert L. Grossman 
Dr. Emily O. Goldman

The Importance of Analytic 
Superiority in a World 
of Big Data and AI

© 2024 Dr. Robert L. Grossman and Dr. Emily O. Goldman
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ARTIFICIAL INTELLIGENCE AND MILITARY 
ADVANTAGE

R apid advances in machine learning (ML), ar-
tificial intelligence (AI), and generative AI 
(GAI), which we will refer to simply as ML/
AI, will play an ever-increasing role in com-

mercial, defense, and intelligence systems. There has 
been continual progress in ML/AI over the past forty 
plus years, punctuated by several inflection points. 
One important inflection point occurred in the early 
2000’s with deep learning that leveraged GPUs (the 
graphics processors used by gaming applications). 
This allowed neural networks with many dozens of 
layers and millions of parameters to be used, leading 
to significant advances in the processing of text and 
images.1 Increasingly larger deep learning neural 
networks with billions of parameters were built over 
larger and larger GPU clusters and then specialized to 
particular applications in various ways, leading to the 
emergence of large language models (LLM) and gener-
ative AI. Another important inflection point occurred 
on November 30, 2022 with the release of ChatGPT by 
OpenAI. ChatGPT provided Large Language Models as 
a Service, setting a new record by reaching over 100 
million users by January 2023. 

These two inflection points have fundamentally 
changed the power and capabilities of analytics. The 
rapid rise in ML/AI-focused strategies, policies, reg-
ulations, and guidance documents by States, interna-
tional organizations, and supra-national organizations 
like the European Union reflects widespread recogni-
tion of ML/AI's potential and risks.2 The impact on 
military systems cannot be overemphasized. Over 
time, ML/AI models and services will be ubiquitous, 
and enduring military advantage will depend on the 
strategy and processes for both employing ML/AI to-
wards strategic objectives and countering adversar-
ies' use of ML/AI toward the same objectives. 
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of the Center for Translational Data Science at 
the University of Chicago. He is also a Partner 
at Analytic Strategy Partners, which helps or-
ganizations develop and execute AI strategies.  
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Cancer Institute Genomic Data Commons (GDC), 
a platform for the cancer research community 
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large-scale genomic datasets in support of pre-
cision medicine. He founded Open Data Group 
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2002-2015. Open Data Group provided analytic 
services to help companies build and deploy 
machine learning models over big data and to 
operationalize AI.



SUMMER 2024 | 31

ROBERT L. GROSSMAN | EMILY O. GOLDMAN

In this article, we use the term analytics to refer to 
statistical models, machine learning, deep learning, 
AI, GAI, and LLM. More expansively, by analytics we 
also include more general algorithms for processing 
and analyzing data, including embedded algorithms, 
such as those used in electronic warfare and electronic 
countermeasures. From the perspective of analytic su-
periority, the differences between algorithms,3 models,4 

rules, machine learning, deep learning, AI, LLM and 
GAI5 are not important. There is no standard name to 
refer to all of these and we will use the term analyt-
ics. More narrowly, we will use the term ML/AI if we 
want to emphasize some of the recent work in machine 
learning, deep learning, large language models, and 
generative AI.

 Although analytic competition is not new, the ubiq-
uity of models in digital systems and services has 
made analytic competition an increasingly important, 
but underappreciated dimension of military and stra-
tegic competition between states. This is also the case 
for commercial competition, but better grasped by the 
private sector. For defense and intelligence systems, in 
particular, the United States is competing with adver-
saries using their own analytics while trying to defeat, 
disadvantage, interfere, or trick ours. The race to de-
ploy analytics in operations to achieve mission effects 
and degrade and defeat adversary analytics is as crit-
ical as, and occurring at a faster pace, than any arms 
race we have ever confronted. The United States must 
set up better analytic infrastructure, employ better an-
alytic models, update them more frequently, build bet-
ter analytic systems, and train better data scientists, 
system operators, and end users than our adversaries 
in order to achieve and maintain analytic superiority.  

ANALYTIC SUPERIORITY AND SOME  
COMMON MISCONCEPTIONS  

We define analytic superiority as the operational 
advantage obtained through the ability to collect data 
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required for analytics; build useful, performant, and robust analytic models; and deploy 
analytic models in operational systems (from core to edge) to achieve objectives, while ex-
ploiting or denying an adversary’s ability to do the same. Note that analytic superiority is 
not the same as information superiority. The latter is a much broader concept, while analytic 
superiority is specifically focused on analytics (including ML/AI, models, rules, and related 
concepts) and their role in warfare and other adversarial situations.

Analytic superiority is best understood in the context of adversarial analytics and thus, 
measured against the analytic capabilities of one’s adversaries. Competitors also collect 
data, build models, and deploy models to achieve their own objectives and deny, degrade, 
or defeat the analytics of their adversaries. Those who build better models; build them over 
larger volumes, higher velocities, and more varieties of data; and build agile and scalable 
infrastructures to deploy them are more likely to benefit from the operational advantages 
conferred by analytic superiority. 

The importance of analytic competition for military competition is not new. A good exam-
ple is provided by electronic warfare in World War II. As radar provided a military advantage 
to detecting and shooting down planes, electronic countermeasures were developed to trick 
or deceive radar. These included both physical countermeasures, like deploying chaff, and 
electronic countermeasures, like jamming or spoofing radar systems. The development of 
models for detecting planes and other moving objects using radar, and electronic counter-
measures for deceiving these models, is an example of adversarial analytics and shows the 
importance of analytic superiority for achieving military objectives—in this instance de-
stroying targets with bombers. Clearly, the concept of analytic superiority is not unique to 
ML/AI; it applies to all analytic models. This dynamic may enable the basic cycle of weapons 
development and counter measures, but these are not synonymous because many military 
innovations and counter innovations do not depend on the operational deployment of analyt-
ic models.

There are several common misconceptions about analytic superiority. The first is that an-
alytic superiority is achieved solely by building more accurate and precise analytic models. 
One may have much better models with much higher precision and recall, but if the force 
cannot deploy the models into operational systems (for military and/or intelligence purpos-
es), or not deploy them in time, while the adversary can, even if the adversary’s models are 
worse, one will not achieve analytic superiority. Moreover, even with better models, if one 
lacks an analytic infrastructure that collects the data required and efficiently builds ana-
lytic models while an adversary has these capabilities, then one will not achieve analytic 
superiority. In general, the higher quality and the timelier the data, the simpler the models 
can be and the more effective and robust they will be when deployed. It is nearly impossible 
to achieve analytic superiority without a sufficiently powerful computing infrastructure to 
manage and analyze data and to build and deploy models.  
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A second common misconception is that today’s ML/AI models require a fundamentally 
new approach to analytics. The importance of analytics is not new; nor is the viewpoint, as 
we argue below, that analytics in competitive environments require an end-to-end process 
for getting and managing data, building models, deploying models, and extracting value 
from models (as captured in Figure 1 by the framework of the analytic diamond, which is 
described below).  It is also not new that novel models emerge from time to time and provide 
disruptive changes in what is possible in analytics.6 Moreover, it has always been a chal-
lenge for large organizations to develop complex software systems, especially those involv-
ing large-scale or complex data.7 That being said, over the past forty years, the exponentially 
growing amount of data and computing infrastructure, enabled by Moore’s Law, has created 
year by year ever more powerful analytic models built on ever larger amounts of data. Even 
experts today are surprised at the speed at which new AI/GAI algorithms, models, systems, 
services, and applications are being developed, and the unexpected power and capabilities 
that these models, systems, and services have. This is widely recognized across commercial 
and military sectors, and by national governments globally. 

A third common misconception is that analytics is mainly about improving the workflows 
of intelligence analysts.  Of course, AI-powered analytics will undoubtedly improve intelli-
gence analyst workflow, but they will do much more. They will impact any military system 
(e.g. weapons and navigational platforms) that employs analytic models, which means virtu-
ally all military platforms. 

The U.S. Department of Defense’s 2023 Data, Analytics, and Artificial Intelligence Adoption 
Strategy calls for a “systematic, agile approach to data, analytics, and AI adoption that is 
repeatable by all DoD Components” for enduring decision advantage. U.S. Cyber Command 
stood up an AI task force to move from “opportunistic AI application to systematic adoption.”8 
Its focus is delivering capabilities to the force, posturing the Command to enable AI adop-
tion, and countering AI threats. As the Department of Defense invests in new technologies, 
makes associated infrastructure, organizational, and force design decisions, it should do so 
informed by a framework for achieving and sustaining analytic superiority to provide both 
decision advantage for commanders and operational advantage for warfighters.  

ANALYTIC SUPERIORITY IN THE COMMERCIAL WORLD
The importance of analytics for business competitiveness in general has been long recog-

nized.9 More specifically, in some commercial applications, the specific role of analytic su-
periority has also been long recognized. We discuss two examples in some detail—payments 
fraud and high frequency trading—because it is easier to talk at the granular level about 
commercial applications than it is about sensitive military applications.  
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A payment network enables a group of financial institutions to transfer funds digitally be-
tween individuals, businesses, or financial institutions. The most well-known examples are 
the payment networks between banks and merchants that enable individuals and business-
es to use credit cards to buy merchandise and pay later when billed by their banks. Payment 
networks also support ATM withdrawals, gift cards, mobile payments, and other types of 
transactions. The development of analytic models by payments networks to stop fraud and 
the corresponding adjustment of tactics, techniques, and procedures (TTPs) by criminals 
trying to perpetrate fraud, is an example of competitive or adversarial analytics.  

A wide array of bad actors, including individual criminals, criminal gangs, and states con-
duct payments fraud. In 2022, payments fraud totaled $11.64 billion in the U.S. and $32.34 
billion worldwide.10 Given the scale of payments fraud, a whole ecosystem has grown up 
around this industry. It includes the individuals using fraudulent cards or engaging in fraud-
ulent transactions, software engineers developing software supporting fraudulent transac-
tions, vendors selling stolen personal information that can be used to obtain fraudulent cred-
it cards, lines of credit, etc., and electronic marketplaces where suppliers of data, software, 
and other services offer their goods and services to those engaging in fraud.

A payments system needs the right data at the right time to develop analytic models to 
quickly detect and stop fraudulent transactions. This requires a sufficiently powerful analyt-
ic infrastructure, analytic modeling capability, and, importantly, fraud systems (an example 
of analytic operations) to detect and stop fraudulent payments as they are occurring before 
losses are significant. At the same time, actions to stop fraudulent transactions should only 
minimally impact normal operations and the customer experience. By fraud systems we 
mean systems that not only detect putative fraud but also contact users to verify whether 
questionable transactions are in fact theirs, stop future use of compromised cards, and issue 
new credit cards to replace compromised cards. In this example, analytic operations include 
embedding the fraud models into operational systems for quickly stopping questionable 
transactions, quickly determining whether the transaction is valid or not, while minimizing 
impact on users. In the context of systems, there is always the balance of simpler models 
that work with the data immediately available versus more complex models that can leverage 
richer data that might not be immediately available.

Meanwhile, bad actors will adjust their tactics, techniques, and procedures to elude ana-
lytic models trying to detect and block their fraudulent transactions. The payments system 
is a dynamic space with sophisticated bad actors not only developing sophisticated attacks, 
but also quickly identifying simple new vulnerabilities that arise as systems are updated, 
new devices are installed, and new products are introduced. Companies tolerate a certain 
amount of fraud as the “cost of doing business.” As the amount of payments fraud increas-
es and begins to impact reputation or customer experience, companies will increase their 
efforts to detect and stop the fraud. Building the perfect analytic model is not the goal, but 
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rather building a good enough model that can be deployed and updated quickly enough to 
keep fraud at an acceptable level. 

Analytic superiority has also been a critical aspect of high frequency trading since its 
inception. The key to high frequency trading is not just having the best models, but rather 
a trading system that can beat other trading systems for the small opportunities available 
with each trade.  This requires having the right data, the right models, and an underlying 
computing infrastructure that can get the latest trades a bit faster than others in the market. 

A good example is provided by the efforts of different traders to reduce the latency between 
moving data between Chicago and the New York / New Jersey region.  As described in the 
book Flash Boys by Michael Lewis,11 moving data between the Chicago Mercantile Exchange, 
where futures and options are traded, and Carteret, New Jersey, where the Nasdaq data center 
is located, took about 14.5 milliseconds (ms) using commercial Internet Service Providers 
(ISPs). To generate a competitive competive advantage to high frequency traders, Spread Net-
works developed a dark fiber network that took a more direct route between Chicago and the 
Nasdaq data center in New Jersey that was able to bring the latency of sending a message 
down to about 13.1 ms, providing a slight advantage to traders using their networks versus 
commercial ISPs. Finally, since light travels slower in glass fibers than in the air, Windy Apple 
Technologies set up a microwave network between Chicago and the New Jersey data centers 
that brought down the latency of sending a message to about 9.0 ms. Of course, traders had to 
also develop the appropriate analytic models, trading strategies, and computing infrastruc-
ture to take advantage of these millisecond improvements in networking infrastructure.

A FRAMEWORK TO ACHIEVE ANALYTIC SUPERIORITY
Achieving analytic superiority is much easier if one adopts a framework for analytics. The 

analytic diamond is one such framework that has proven useful,12 although other frameworks 
could be used. The analytic diamond distinguishes processes for developing an analytic strat-
egy, for building analytic models, for deploying analytic models, and for managing all the data 
required to build and deploy analytic models. It further defines an associated analytic gover-
nance model as well as an analytic maturity model to measure progress towards developing 
the processes, infrastructure, and talent required to achieving analytic superiority.  

More specifically, an analytic strategy examines analytic opportunities, decides which to 
pursue, ensures that efforts are most likely to result in value to the organization, and mea-
sures the value. Analytic infrastructure collects and manages the data required for analytic 
operations and modeling. Analytic modeling analyzes data and builds the analytic models re-
quired by the organization. Analytic operations deploy and operationalize analytic models into 
products, services, or internal systems to extract value. These four features, when arranged 
in a diamond as in Figure 1, reveal six processes required for effective analytics, which in the 
context of analytic superiority means effective against an adversary. 
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Organizations need to (1) de-
velop an analytic strategy that 
prioritizes analytic projects and 
efforts, and (2) build the analytic 
infrastructure to train models over 
large amounts of data. Processes 
for (3) collecting and managing 
data so that it is available for modeling and operations, (4) developing appropriate analytic 
models, and (5) deploying the analytic models into operational systems must all be execut-
ed in the time frame required to achieve the objectives and value identified in the analytic 
strategy. An organization must also develop the operational systems, and their associated 
TTPs, to achieve the objectives and value identified in the analytic strategy. By operational 
systems here we mean any system that integrates, embeds, or interoperates with analytics, 
such as: systems for cyber defense and cyber operations; analysts’ tools and support systems; 
electronic warfare and electronic countermeasures; systems supporting information supe-
riority; fire systems for weapons platforms; systems supporting the targeting cycle, etc. The 
next step is to (6) accurately measure the value and impact achieved through the operational 
systems, and update the entire process accordingly. Enabling these processes is analytic 
governance, analytic security and compliance, and recruiting, training, and retaining the 
technical staff required. The analytic diamond can be applied to a wide variety of military 
operational priorities, as can be seen from the list of operational systems above that leverage 
analytics.  

The analytic diamond shows why analytic superiority is not synonymous with a data strat-
egy (although a data strategy is a subset of analytic strategy, as are the required components 
of an IT strategy to support analytics). Nor is analytic superiority reducible to building mod-
els and algorithms. In practice, analytic models have little value until they are turned into a 
functional system through an engineering process (AI engineering) and then the system is 
integrated into operational processes and/or operational weapon systems to bring value to 
the organization (AI operations or AIOps). Analytic superiority is sometimes misleadingly 
viewed as an OODA loop, which is a tactical activity rather than an enterprise level construct 
that integrates four analytic functions—strategy, infrastructure, modeling, and operations—
to achieve competitive advantage over an adversary. 

Although there is no single way to achieve analytic superiority, just as there is no one way 
to defeat an adversary in a particular engagement, in general achieving it includes some 
combination of the following: analytic task advantage (for example, having better analytic 
models than your adversary and updating them more frequently); asymmetric advantage (for 
example, asymmetrically attacking your adversary’s models or infrastructure); and auton-
omy advantage (leveraging autonomy and semi-autonomy more effectively). Autonomy and 
counter-autonomy are familiar and well understood in the context of autonomous weapons 

Figure 1. The Analytic Diamond
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systems,13 but are perhaps less familiar 
and less well understood in the con-
text of adversarial analytics. Autonomy 
and semi-autonomy provide scale and 
speed for analytics, both for defensive 
and offensive operations. Countering 
these operations can be done by iden-
tifying suitable weak points in adver-
saries’ analytic workflows and then 
disrupting and defeating those weak 
points. Figure 2 shows notionally how 
Red and Blue attack each others' ana-
lytic infrastructure, analytic models, 
analytic operations, and analytic strategy. For example, Red may try to poison Blue’s data 
and embed in Blue’s analytic infrastructure, while Blue may try to weaken or poison Red’s 
analytic models and blunt the operational impact of Red’s models.

Achieving analytic superiority requires that all the analytic models needed to achieve the 
goals of an analytic strategy have the data they need to function, are updated as required, 
and are integrated with the required operational systems to achieve the desired outcomes. 
This is not easy to achieve. Here are two simplified examples to illustrate this point. 

First, consider the role of sensors in cybersecurity. Sensors can produce a lot of data and 
unless there is an adequate analytic infrastructure (the bottom of the diamond) to manage the 
data, critical patterns that may span many days of data can be missed. Detecting behavioral 
patterns in log and sensor data require not only analytic models (the left-hand side of the 
diamond), but keeping these models up to date as TTPs change. Once models detect potential 
intrusions, analytic operations (the right-hand side of the diamond) determine the appropriate 
actions and counter measures to quickly pinpoint, contain, and mitigate the intrusions. Finally, 
there are always limited resources, and analytic strategy (the top of the diamond) prioritizes 
which problems are tackled and in what order. These factors have always been present in the 
management of data for analytics, the building of models for analytics, and the deployment of 
models to take appropriate actions. On the other hand, recent advances in ML/AI create new 
opportunities for both the U.S. and our adversaries, and managing and coordinating the com-
ponents of the analytic diamond across the enterprise to achieve analytic superiority is critical. 

As a second example, protecting a Navy ship requires object identification and tracking mod-
els to identify potential threats and track them so that appropriate fires and countermeasures 
can be assigned to different threats. Each of these systems requires appropriate analytics to 
protect the ship, and the different analytic models must work together. More precisely, the out-
puts of some models are the inputs to other models creating an analytic workflow. To achieve the 

Figure 2. Achieving Analytic Superiority.
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desired outcome each model must get the data it needs. This interdependence creates fragility; 
thus, various techniques are used to create more robust models and more robust analytic work-
flows. For example, models and workflows can impute data when it is missing,14 detect and 
remove outliers,15 and reduce the fidelity of models in order to make the models and workflows 
more robust and more likely to provide correct results when data is missing or delayed, or 
when sensors are down, for example. 

The concept of a system of systems (SOS) is familiar in the context of complex weapon sys-
tems.16 In the context of analytic superiority, it is helpful to extend this to what one might call a 
system of systems and models (SOSAM). This includes not only the system of systems, but also 
all the analytic models and workflows needed for the system of systems to achieve the desired 
outcomes for the analytic strategy. This almost always requires multiple analytic models and 
systems. In the simplified example, an adversary need only identify and defeat the weakest 
link in an analytic workflow to attack the ship successfully. To achieve analytic superiority, 
your SOSAM must be more capable than your adversary’s SOSAM in all operating conditions, 
including in crisis and conflict. This is a concept familiar to cyber defenders trying to keep 
an adversary out of their system. No matter how good the algorithms, signatures, and models 
in your firewalls, an adversary need only exploit any weak link in the system, whether from 
weak passwords, default passwords, phishing, stolen credentials, cross site scripting attacks, 
etc. More generally, as we discuss below in the section on analytic maturity models, it is also 
critical to build analytics over two or more analytic systems or workflows (“hierarchical” ana-
lytics) to detect patterns and threats that may not be apparent otherwise. Analytic superiority, 
it turns out, is rarely about one’s analytic model simply being more accurate (measured as the 
percentage of correct predictions) than the adversary’s model, but rather about the robustness 
and effectiveness of entire analytic workflows or hierarchies of analytic workflows. 

MEASURING THE EFFECTIVENESS OF ANALYTIC SYSTEMS 
Defense and intelligence analysts are familiar with the application of analytic models to di-

gest intelligence and defense data, organize it, draw conclusions with confidence levels, write 
reports, and disseminate the reports to decision makers and policy makers. Although multiple 
analytic models may be used to collect and analyze the data, the output is the report; actions, 
if any, are the responsibility of some other part of the organization. Analytic superiority, as 
applied to military activities, requires that the outputs of analytic models be integrated into 
operational systems to achieve specific mission related objectives. The focus, therefore, must 
be on the effectiveness of the analytic system as a whole, not just the output of analytic models.  

One way to understand this difference is to think of the output of analytic models as scores 
(say from 1 to 100), which are used to take actions, and the operational significance of these 
actions are evaluated with measures. This sequence is summarized with the acronym SAM for 
scores-actions-measures.17 Typically, the effectiveness of a single analytic model is measured 
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with detection and false positive rates. In contrast, from the SAM perspective, these 
model-specific metrics influence how often the appropriate actions are taken for the appropri-
ate situations. The effectiveness of the actions determines the measures, which summarize the 
effectiveness of the analytic system as a whole. 

Consider a cyber defense model that identifies users whose credentials may have been com-
promised. Assume that the model produces a score in the range 1-100, that credentials are 
revoked for scores above 90 and then manually investigated (the action), and credentials are 
manually investigated for scores between 80 and 90 (another action). The model producing 
these scores has a detection rate and false positive rate, but measures of effectiveness that 
incorporate action might be how quickly compromised credentials are detected (seconds, min-
utes, etc.), how much damage is done before they are found (say measured with dollars), and 
how much lost productivity (measured with person-hours) arises from improperly revoked 
credentials. Measures can be created at various levels, such as the analytic task level, at the 
analytic system level, and at the mission level.   

As another example of SAM, a network or system intrusion might set off multiple alerts 
from multiple models, including alerts from firewalls, behavioral alerts from endpoint systems, 
alerts from identity and access management systems, etc.  Many of these are false positives, 
producing alert fatigue. One solution is to build models that process the outputs of all these 
systems and produce alerts at the incident level.  The associated actions might include auto-
matically revoking access credentials or isolating network segments when the alert scores are 
high enough.  Measures might reflect the amount that alerts are reduced, say from 100 alerts 
from the original systems that alert to 5 alerts of candidate incidents, and the percentage of 
true incidents detected.

Other types of analytic models produce different outputs. For example, large language 
models and generative AI models produce text, images and other outputs, giving rise to 
text-action-measures, or TAM. It is not the text that is evaluated, but text associated with 
some action, such as producing SQL code for querying a database of cyber threat data or log 
data, and the measure might be the productivity increase for junior and senior software de-
velopers. Measures can be devised to assess the cumulative impact of actions taken against 
ransomware groups or an advanced persistent threat actor such as reducing the success of 
intrusions or improving the targeting process. Other types of measures can be devised to as-
sess decision advantage, such as efficiency in organizing and prioritizing information so that 
a commander can make decisions faster and still leverage more of the available information. 

ANALYTIC GOVERNANCE
Analytic superiority requires a governance framework to ensure that the right people, pro-

cesses, and frameworks are in place to identify and achieve the organization's priority ana-
lytic objectives. There are broad similarities between analytic governance and IT governance  
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processes designed to control and oversee risk. IT governance ensures that IT investments  
generate business value; that risks associated with IT are mitigated; and that the organiza-
tion makes sound, long-term decisions with accountability and traceability to those funding, 
developing, supporting, and using IT resources.18  

With this definition and the analytic diamond in mind, we argue that an analytic gover-
nance framework should accomplish the following: (1) ensure sound long-term decisions about 
analytics are reached and that investments in analytics generate value; (2) operate in such a 
way that data, derived data, and data and analytic products are protected and managed in a 
secure and compliant fashion; (3) ensure accountability, transparency, and traceability to those 
funding, supporting, and using analytic resources; and (4) ensure analytic workflow: that data 
is available to modelers, that analytic models can be deployed, and that impact and value of 
analytic models is quantified and tracked.19

Analytic governance is Commander's business and cannot be delegated because it crosses 
the entire enterprise. By contrast, data and sensor governance can be delegated further down 
in the organization. Typically, data governance is delegated to the CIO. Analytic governance, 
however, requires an influential champion to ensure the integration of functions--managing 
data, building models, exploiting models for advantage by analysts and operators--at scale. 
These processes must be driven by operational priorities, and by the organizational element 
that sets those priorities.  

ANALYTIC MATURITY
Just as software maturity can be measured with a Capability Maturity Model that quanti-

fies the level at which an organization’s business processes develop software and complete 
a software project,20 processes for developing and deploying analytics can be developed to 
measure an organization’s analytic maturity. Depending upon the desired outcome, analytic 
models must be integrated across various hierarchies and across different units within an 
organization. For this reason, the analytic maturity of an organization is assessed along 
three dimensions.21 First, how repeatable are the processes for managing data, building 
models, deploying models into operations, and quantifying the effectiveness and impact of 
the models? Second, how widespread are these processes, both horizontally and vertically 
throughout the organizational structure? Third, do these processes support the organiza-
tion’s analytic strategy?  

Each organizational unit that supports analytics can be evaluated along a maturity dimen-
sion. For example, can the unit 1) build reports based upon data; 2) build and deploy analyt-
ic models based upon data; 3) build and deploy analytic models with a repeatable process; 
4) build and deploy the appropriate analytic models, as prioritized by the analytic strategy. 
Similarly, the entire enterprise can be assessed along a maturity dimension: 1) does the or-
ganization provide the enterprise services so that a unit can get the data, build the models, 
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deploy the models, and extract the value required; 2) how widespread across the organization 
are units that build and deploy high quality and effective analytics; 3) is there analytic gover-
nance at the enterprise level; 4) are analytic models built by different units integrated together 
in such a way to achieve the organization’s overall analytic objectives or do they create unan-
ticipated challenges for some analytic models?

As a simple example from the financial services world, one division of credit card issuers is 
responsible for acquiring new customers with acquisition models and expanding the compa-
ny’s “share of their wallet” with cross sell models. Another division (credit risk) is responsible 
for determining how likely customers are to default on the credit extended to them with credit 
default models. The enterprise dimension of an analytic maturity model manages whether the 
right customers are being acquired so that the acquisition division does not meet its yearly 
targets by acquiring customers who are likely to cause future problems by defaulting on their 
loans.

ANALYTIC SUPERIORITY AND PERSISTENT ENGAGEMENT IN CYBERSPACE
Superiority in cyberspace has come to be seen as foundational to military advantage in the 

physical domains of land, air, sea, and space. The United States is not alone in this assessment. 
The People’s Republic of China (PRC) also sees superiority in cyberspace as core to its theories 
of victory.22 For this reason, we apply the concept of analytic superiority to cyberspace, which 
has itself become a major battleground in strategic competition among states. 

In 2018, U.S. Cyber Command defined cyberspace superiority as “the degree of dominance 
in cyberspace by one force that permits the secure, reliable conduct of operations by that force, 
and its related land, air, maritime, and space forces at a given time and place without prohib-
itive interference by an adversary.”23 Cyberspace is not only a domain of military operations, 
however, but also a strategic environment in and through which adversaries put U.S. nation-
al security at risk.24 Adversaries operate continuously in and through cyberspace below the 
threshold of armed conflict, extending their influence and eroding U.S. military, economic, and 
political power without resort to physical aggression. General Timothy Haugh, Commander of 
U.S. Cyber Command and Director of the National Security Agency, recently remarked that 
the PRC is pursuing a policy of global dominance, but hopes to achieve that without a kinetic, 
real-world military fight. They are using cutting-edge technologies to achieve advantage.25  

U.S. cyber forces adapted their operational approach to address the requirements of strategic 
competition outside armed conflict as well as those aimed at helping to deter armed conflict and 
prevail should it occur.26 Recognizing that the United States was losing ground to adversaries 
operating in and through cyberspace below armed conflict, U.S. Cyber Command pivoted from 
a bias for “cyber response” to action through “cyber persistence.” Empowered with new author-
ities, military cyber forces began proactively defending and contesting adversaries globally, 
continuously, and at scale. Reflecting upon his five years as commander, General Paul Nakasone 
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remarked, “I think we got persistent engagement completely right. … If you’re on the sidelines 
watching this, you’re going to get hit. That’s why I think it’s so important for our forces world-
wide to be able to be engaged, and being able to act and understand what our adversaries are 
doing … Being able to continue to operate day in and day out, this is how you get really good. You 
operate in the domain.”27 The Russia-Ukraine war has shown how persistent engagement also 
sets conditions for successful contingency operations by curtailing an adversary's freedom of 
maneuver (e.g., precluding options, eroding confidence, generating organizational friction, and 
degrading capabilities), and generating options and opportunities for crisis and conflict.

Cyberspace is an interconnected, fluid space wherein those who continuously anticipate 
and act can set, reset, and maintain conditions in their favor. This is what it means to hold 
the initiative in cyberspace, where the scale and scope of change is so vast that anticipating 
exploitation and acting based on that insight is the key to security. A state that cedes the ini-
tiative can assume that its adversaries will set conditions to undermine its security while in-
creasing their own.28 Highly capable adversaries are conducting operations in cyberspace at 
a volume and pace that overtake the ability of defenders to discover and counter. Increasingly 
sophisticated techniques, such as “Living off the Land” (LOTL),29 allow them to evade detec-
tion more easily and preposition in military and civilian critical infrastructure, setting con-
ditions for use during crisis and conflict. Defeating complex obfuscation techniques requires 
timely processing of massive data and deploying analytics to detect this type of behavior into 
operational (in this instance defensive) systems at speed and scale to outpace the malicious 
actor’s ability to shift across infrastructures and preclude interdiction. With innovations in 
big data and AI, the cyberspace force that achieves and sustains superiority in analytic com-
petition will have the initiative in persistent cyber engagements. 

Tactically, one can still think in terms of prevailing in defensive and offensive analytics, but 
cyberspace is so fluid and dynamic that offensive and defensive advantage is not meaningful 
at a strategic level. What is meaningful is whether or not one has the initiative in setting the 
conditions of cyberspace in one’s favor, where “those conditions are measured as the relative 
balance between being cyber vulnerable to exploitation and being able to exploit the cyber 
vulnerabilities of others” by “anticipating the exploitation that will come next by either you as 
a defender or another State as an attacker.”30 Developments in AI have made analytic superi-
ority necessary for achieving and sustaining cyberspace superiority. 

The Joint Cyber Warfighting Architecture (JCWA) is U.S. Cyber Command’s platform and 
associated capabilities that enable Cyber Operations Forces to conduct full-spectrum cyber-
space operations, globally at-scale. The Unified Platform is the data hub of JCWA and pro-
vides the analytic infrastructure for deploying and managing data. The federated nature of 
this system for deploying and managing data is one reason U.S. Cyber Command was grant-
ed greater technical responsibility and authority to direct the development, integration and 
fielding of critical capabilities and infrastructure in the JCWA. 
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The framework of the analytic diamond specifies other requirements for achieving analytic 
superiority, foremost being a strategy that prioritizes analytic objectives and requirements. A 
subordinate data strategy should identify data collection, management, standards, and ana-
lytics for full-spectrum operations, which in turn should inform and drive specific computing 
capabilities, data management systems, data models, and analytic platforms. Designated en-
tities should be made responsible for building and deploying analytic models. Some element 
of the organization should have the mission to attack all elements of the adversary's analytic 
diamond as a priority or objective, for example by poisoning data, countering models or infra-
structure, or blunting the operational impact of the adversary's models. Just as there are well 
defined disciplines of counter intelligence, counter terrorism, and cyber defense to counter 
cyber-attacks, we need to develop a discipline of counter analytics to understand how to dis-
rupt and defeat the analytics of our adversaries. Given that DoD is organized around weapons 
platforms, U.S. Cyber Command may want to think of its entire organization as a platform to 
acquire, manage, develop, and deploy data and analytics for full-spectrum operations at scale—
and counter adversaries’ ability to do the same.

CHALLENGES AND LESSONS LEARNED 
Achieving analytic superiority is challenging. Many of the hurdles are familiar ones that 

DoD has faced when developing software, managing and analyzing data at scale, and in-
teroperating defense systems. For example, DoD’s transition to cloud computing, an important 
enabling technology for training and using ML/AI over large datasets, has been rocky, signifi-
cantly lagging behind commercial adoption of the technology.31 Many software projects fail 
for a variety of well understood reasons,32 and software systems supporting intelligence and 
defense systems are particularly challenging.33 

Many analytic/AI projects, like many data warehousing projects, fail because assembling 
and managing teams with multiple skills is hard. Building a data warehouse requires as-
sembling and managing a team that knows about both software and data, which are two dis-
tinct skills. Many analytic/AI projects also fail because a disproportionate amount of time, 
ingenuity, and effort is spent focusing on the AI algorithm or analytic model of interest, say a 
convolutional neural network (CNN), or fine tuning an LLM. AI projects that succeed, howev-
er, spend significant time, effort, and ingenuity to get all the data required and to deploy the 
model in such a way to achieve an operational advantage.34 It is helpful to think of this as a 
three-phase process. Phase one focuses on acquiring and curating data to be used as inputs 
to the AI and analytic algorithms (“collecting the data required for the models”). Phase three 
focuses on integrating the outputs of the AI and analytic algorithms into current operational 
systems or developing new systems around them (“deploying the analytic models”), and then 
extracting operational value from the systems as a whole, once the model has been deployed.  
Many successful projects spend less than 20% of project’s total time and effort on phase two—
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finding the right algorithms and processing the data using them (“developing the analytic 
models”). See Figure 1.

Achieving analytic superiority also requires that the right data from the right sensor get 
to the right analytic model in the right time. This is especially challenging when the sen-
sors, models, and effects cross war fighting domains. Programs such as the Joint All-Domain 
Command and Control (JADC2) are designed to address these issues, but face challenges of 
their own.35 Finally, achieving and maintaining analytic superiority requires a developer, 
DevOps, and DevSecOps mindset, environment, and acquisition process. For many DoD soft-
ware projects this has been challenging to achieve because the defense acquisition process 
is not agile.

AI IN THE PRC
The PRC is investing heavily in AI, cloud computing, and related technologies.36 It is en-

gaged in a campaign to attain technological superiority and place U.S. critical and national 
infrastructure at risk.37 In some ways, the Chinese have an edge with their smart cities 
initiatives and extensive industrial online-to-offline (O2O) industrial base.38 With these ef-
forts, the PRC's many data engineers are gaining deep experience developing and deploying 
systems at scale that use big data and AI every day. Furthermore, much of the technology 
developed by Chinese companies for smart cities is dual use and can also be applied to mil-
itary systems. Those Chinese companies work both commercially and for the government, 
and competition among them is usually regarded as extremely intense, yielding rapid tech-
nological advancement.

The PRC is also acquiring a wide range of data sources, to include proprietary big data, 
machine learning, and AI technology stolen from U.S. companies through computer intru-
sions.39 Another source of large scale data and analysis that is particular to the PRC is pro-
vided by its social credit system, which integrates data from multiple sources, including 
analysis of internet traffic, monitoring of social media, analysis of mobile telemetry data 
from phones and cars, and pervasive video surveillance. All of this data is analyzed at scale 
using AI and other techniques to produce a score for each individual.40 The scale of data pro-
vided by Baidu, Alibaba and Tencent (BAT) provides smaller companies that are part of the 
Baidu, Alibaba or Tencent ecosystem the data required for AI and machine learning. These 
qualities of the PRC's analytic ecosystem make achieving analytic superiority over China 
challenging, but essential.
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CONCLUSION
Statistical models, machine learning, AI models and related technologies (what we call 

analytics in this article) have been critical enabling technologies ever since military systems 
integrated digital technology. A decade ago deep learning substantially increased the per-
formance of these models. More recently, the emergence of LLM and GAI models introduced 
significantly new capabilities to these models. Yet powerful models alone do not necessarily 
provide an advantage in competition, crisis, or conflict.  

We focus on the importance of analytic superiority and offer a framework—the analytic di-
amond—as a guide to achieving analytic superiority. The framework stresses the importance 
of an analytic strategy for identifying and prioritizing analytic opportunities; obtaining the 
required data and building an analytic infrastructure that manages and analyzes the data; 
analytic modeling, which builds the models; analytic operations that deploy models into 
operational systems; and measures that capture the operational impact of analytics against 
the strategic goals identified. Analytics are usually integrated into analytic workflows and 
adversaries can be expected to attack the weakest point in these workflows to obtain an 
advantage. 

It is standard in many organizations today to develop a sensor strategy, a data strategy, a 
cloud strategy, and an AI strategy. But without an organizing principle like analytic superi-
ority to tie these together, they are not likely to provide the advantages needed in competi-
tion, crisis and conflict.  

DISCLAIMER
The views expressed are those of the authors; in particular, they do not reflect the official 
position of any U.S. Government Agency.
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ABSTRACT 

Zero Trust (ZT), simply defined, is an information security framework which monitors 
and protects users, assets, resources, and data on a network by positively verifying 
all activity and never trusting anything by default. With the push to implement ZT 
across the public and private sectors, this transition between cybersecurity paradigms 
must be accomplished in a manner that is robust and enduring. This article examines 
emerging technologies most likely to impart the largest impact on ZT architectures 
(ZTAs), so that we better anticipate the pluses and minuses that will accompany those 
technologies. The discussion here focuses on data security, and the potential of each 
technology to affect security and protection across the lifecycle of data as it is generat-
ed, collected, transmitted, utilized, and stored. Technologies appraised include differ-
ential privacy, confidential computing, homomorphic encryption, quantum technolo-
gy, biological technology, blockchain, and alternative computing methods.  

INTRODUCTION

The timing of this assessment is critical, as the Department of Defense (DoD) and 
the broader Federal Government have mandates to implement a baseline ZTA by 
2027. Planning and implementing ZTA is further complicated by the accelerat-
ing pace of technological change in today’s operating environment. Within the 
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past decade, in no small part due to the COVID-19 pan-
demic, both public and private organizations have em-
braced policies such as Bring Your Own Device (BYOD) 
and have moved computing workloads and data stor-
age into commercial cloud-based services away from 
more costly, less capable, and less agile on-premises 
legacy architectures. At the same time, the volume, 
variety, and velocity of data has increased dramati-
cally. The computational capacity and data availabil-
ity driving the growth in Artificial Intelligence and 
Machine Learning (AI/ML) capabilities did not exist 
a few years ago, and those resources are expected to 
grow in scale for the foreseeable future. This creates 
new threat vectors and introduces new requirements 
for data security. Many enterprise-level security strat-
egies struggle to keep up, especially in less data in-
tensive industries. Given the pace of change and the 
nature of how technology shifts, prior approaches to 
data security using old technology will not hold up.

Data is critical to all network-reliant systems and 
operations. Adversarial actors are known to be operat-
ing domestically, internationally, and even within DoD 
entities, so the importance of data security cannot be 
overstated. DoD’s 2023 Cyber Strategy details how the 
U.S. is continuously challenged by malicious cyber 
actors from the People’s Republic of China, Russia, 
North Korea, Iran, violent extremist organizations, 
and transnational organizations; each pose threats to 
destabilize our democratic systems.1 With the intro-
duction of practical AI and more advanced emerging 
technologies for storing and processing data, we are 
now charged with countering these threats in an en-
vironment experiencing an explosion of change. The 
transition towards ZT will be a constantly moving 
target and the demand for a highly trained workforce 
will increase. Educating, recruiting, efficiently em-
ploying, and retaining talent who understand and can 
work with these emerging technologies is a matter of 
National Security.
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Done well, ZTA reduces threat vectors and establish-
es a sustainable and adaptable framework that is for-
ward compatible with future technologies. However, 
this modularity will not happen on its own. As such, 
this paper focuses on emerging technologies that are 
both critical to the future of ZT, but also require spe-
cific accommodations for a ZTA to truly actuate their 
potential benefits. In this paper, we provide an over-
view of ZT and discuss the relevant aspects of data 
security. Then, we introduce and discuss a series of 
emerging technologies that, as they mature and be-
come more widely adopted, are postured to play a key 
role in advancing the Nation’s ZT security posture and 
getting ahead of our adversaries. We conclude with 
a set of strategic recommendations for approaching 
these emerging technologies in terms of research, de-
velopment, and innovation to better meet the needs of 
our future ZT environment.

ZERO TRUST
Since late 2018, National Institute of Standards and 

Technology (NIST) and National Cyber Center of Excel-
lence researchers have worked closely with the Feder-
al Chief Information Officer Council, federal agencies, 
and industry to address the challenges and opportu-
nities for implementing ZTA across U.S. government 
networks. This resulted in publication of NIST Special 
Publication 800-207, which the DoD adopted for their 
definition of ZTA.2

ZT is the term for an “evolving set of cybersecuri-
ty paradigms that move defenses from static, net-
work-based perimeters to focus on users, assets, and 
resources.” At its core, ZT grants no implicit trust 
to assets or users based solely on their physical or 
network location or device ownership.3 This shift in 
philosophy is a significant change in legacy perime-
ter-based authentication and security mechanisms. 
It also represents a major cultural change that stake-
holders throughout DoD’s ZT Ecosystem, including the 
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Defense Industrial Base (DIB), will need to embrace 
and execute beginning with FY2023 through FY2027 
and in the future.

ZT entails a collection of information security de-
sign principles intended to replace previous perim-
eter-based security design principles. A ZTA is a 
network that adheres to ZT principles to secure its sys-
tems, data, and processes. The ZT approach is built on 
the realization that well-defined security perimeters 
can no longer be relied on to protect assets and re-
sources, as there is no single point in the security sys-
tem that is robust and capable enough that it cannot 
be circumvented. A ZT approach assumes the network 
has already been compromised and that threat actors 
are operating and active throughout the network. As 
such, ZT does not automatically trust actors, systems, 
or services operating within a security perimeter. 
Instead, rigorous analysis is conducted, and strict 
compliance to enterprise policies are verified before, 
during, and after granting access to any enterprise 
resource. ZT focuses on protecting critical assets, par-
ticularly data, at a granular level.

DoD’s ZT Strategy is shown in Figure 1. The strate-
gy has four top-level goals that are each supported by 
objectives in the areas of cultural adoption, securing 
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Figure 1. DoD ZT Strategy At-a-Glance
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and defending information systems, technology accel-
eration, and execution enablement.4 A common theme 
across all guidance is that data plays a central role.5 
In the following section, we will discuss key tenets of 
data security before turning to a discussion on emerg-
ing technologies that will increase our requirements 
for advancing and hardening data security within fu-
ture ZT environments.

DATA SECURITY
Data is the lifeblood of the highly complex, in-

terconnected socio-technical systems of societies, 
economies, and governments. It is the focal point of 
computation and conveys tactically and strategically 
valuable information about the behavior and inten-
tions of individuals and organizations, and for that 
reason it is often targeted by adversarial actors. As 
such, the methods and practices used to secure data 
throughout its lifecycle are the cornerstone of any cy-
bersecurity architecture.

The totality of benefits provided by modern com-
puting networks can be reduced to data; the ability to 
store data for later, send data to others, and use data 
efficiently. Within network security, these states of 
data employment are known as “Data at Rest”, “Data 
in Transit”, and “Data in Use.” ZT requires us to broad-
en the perspective of data’s lifecycle by also consid-
ering “Data Generation” and “Data Collection” as two 
additional states.

ZT methods and practices enable data security by 
interweaving data encryption and secure network 
communication protocols with an encompassing data 
access paradigm based on two principles:6

1. Least privilege is the principle that any given user 
or automated process on a ZT network is only able 
to access the absolute minimum amount of data 
needed to perform the task at hand. 

Lieutenant Colonel Nathaniel D. Bastian, Ph.D., 
is an Academy Professor and Cyber Warfare Offi-
cer at the United States Military Academy (USMA) 
at West Point. He is also concurrently serving as 
a Program Manager at the Defense Advanced 
Research Projects Agency (DARPA). At USMA, 
Lt. Col. Bastian serves as Division Chief, Data & 
Decision Sciences, Senior Research Scientist, and 
Chief Data Scientist at the Army Cyber Institute 
within the Department of Electrical Engineering 
and Computer Science. Lt. Col. Bastian earned a 
M.S. in Econometrics and Operations Research 
from Maastricht University and a M.Eng. in 
Industrial Engineering and Ph.D. in Industrial 
Engineering and Operations Research from Penn-
sylvania State University.  His research interests 
aim to develop innovative, assured, intelligent, 
human-aware, data-centric, and decision-driven 
capabilities for cyberspace operations. 



54 | THE CYBER DEFENSE REVIEW

EMERGING TECHNOLOGIES FOR DATA SECURITY IN ZERO TRUST (ZT) ENVIRONMENTS

2.	 Assume breach is the principle where an organization never trusts any request or 
resource by default. Instead, all such requests need to be verified based on all available 
metrics. All security controls are conducted as if there was a known, yet to be located, 
malicious actor inside the network.

The employment of these principles across the data lifecycle – from generation to the point 
of collection, to storage, to data transmission, and while in use – make up the core of a ZTA. 
Each stage of the data lifecycle is given a brief section below which discusses some of the nu-
ances of how the two guiding principles apply, all of which are relevant to specific emerging 
technologies discussed later in this paper. 

Data at Rest

Data is stored at rest in databases and in file systems located on any storage system, which 
can be anything from dedicated servers to end user devices. Data at Rest is any data that is 
not currently actively in motion or in use, and as such it can be considered the default state 
of data.7 The word “actively” is crucial to this definition. It is not enough to secure Data at 
Rest until it is about to be utilized, rather, Data at Rest needs to be secured up until the very 
moment when it changes to one of the other states, at which point the security procedures 
relevant to those states should be employed. Data at Rest can be extracted from systems and 
stolen when malicious actors obtain direct or indirect access to an organization’s data sourc-
es or technology environments.

Critical infrastructure data is particularly vulnerable. In 2021, cybersecurity authorities 
in the United States, Australia, and the United Kingdom observed an increase in sophis-
ticated, high-impact ransomware incidents against critical infrastructure organizations 
globally.8 Authorities observed incidents involving ransomware against 14 of the 16 U.S. 
critical infrastructure sectors, including the DIB, emergency services, food and agriculture, 
government facilities, and IT sectors.9 As threat actors become more technologically sophis-
ticated, their tactics and techniques also evolve. They opportunistically identify weaknesses 
in personal and organizational data security, seeking to create an advantage or profit from 
exploiting sensitive data, including Personally Identifiable Information (PII) and Personal 
Health Information (PHI), trade secrets, intellectual property, and other private information 
stored in various formats, in different contexts, and across multiple devices and networks.

The General Data Protection Regulation (GDPR), drafted and passed by the European 
Union, includes provisions that relate to Data at Rest. The regulation specifies that only the 
minimum amount of data necessary should be stored, and in the case of personally identifi-
able data, it should be stored only for as long as it is needed for its intended purpose.10 There 
is no federal equivalent to GDPR in the United States, although the California Consumer 
Privacy Act of 2018 includes privacy protections, such as the right to be forgotten, for con-
sumers interacting with businesses that collect personal information.11
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Data in Transit

Data in Transit, as the name implies, describes data currently in transit from one point in 
a network to another. While in transit, data is extremely difficult to secure, as most of the 
network traffic takes place across hardware and networks with different owners. Often even 
high-level administrators do not know the exact route network traffic will take from one 
point to another, even when operating in a semi-controlled environment.12,13  This makes it 
particularly difficult to differentiate between malicious traffic, misrouted traffic, and normal 
traffic. Furthermore, these data signals are physically transmitted between devices using 
diverse types of transmission mediums such as twisted pair cable, coaxial cable, optical 
fiber, high-frequency radio waves (wireless), or lasers. Each of these mediums are uniquely 
vulnerable to distinct types of physical attacks, electromagnetic interference, and signal 
interception or tapping.

For data transmitted over the Internet, Hypertext Transfer Protocol Secure (HTTPS) is the 
most widely used security protocol. HTTPS is a combination of the standard HTTP protocol 
used for web communication and the Transport Layer Security (TLS) encryption protocol. 
When a user connects to a website using HTTPS, their browser initiates a TLS handshake 
with the web server.14 During the TLS handshake, the server and client agree on a set of en-
cryption and decryption algorithms to use for the session. Once the handshake is complete, 
all data transmitted between the server and client is encrypted using these agreed-upon 
algorithms, ensuring that unauthorized parties cannot intercept or tamper with the data. 
The security of HTTPS depends on the strength of the encryption and decryption algorithms 
used and the key management techniques employed. As such, it is crucial to use approved 
cryptography and regularly update the encryption algorithms and key management tech-
niques to ensure that HTTPS remains secure against potential threats and attacks.

Peer-to-peer (P2P) security protocols are essential components of secure data transmission 
in cloud computing and on blockchains. P2P protocols enable secure data transmission be-
tween two or more devices, preventing unauthorized access and ensuring data confidentiali-
ty, integrity, and availability. TLS, for example, is widely used to secure web communications 
used in online banking, e-commerce, and email. Updates to TLS are managed by the Internet 
Engineering Task Force, and the most current version 1.3 was approved in 2018. Developers 
should use at least TLS version 1.2 or later. Secure Shell is another technique used to estab-
lish secure connections between devices for remote login and data transfer. Internet Protocol 
Security is used to secure Internet Protocol (IP) communication and is commonly used in 
enterprise networks, including virtual private networks.

Applying the second principle of ZT to Data in Transit, assume breach, it is assumed that 
network traffic traversing network midpoints and over different mediums is compromised. 
From this we arrive at the requirements for Data in Transit within a ZT security model. First, 
data must always be end-to-end encrypted. In addition, Digital Rights Management (DRM) 
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policies, which are also implemented to secure Data at Rest, should map back to relevant 
security policies, and ensure that only the minimum relevant data is transmitted at any 
given time. Finally, it is necessary to log, track, and filter network traffic to enable analytical 
detection of any anomalous behavior.15 Because of the sheer volume of network traffic that 
needs to be analyzed, organizations should deploy advanced analytical methods from AI/
ML to increase the efficiency and efficacy of finding the proverbial needle in the haystack.

Data in Use

Modern digital computing largely relies on three distinct types of processing units. Cen-
tral Processing Units (CPUs) are responsible for the overall performance of most computers 
and devices. The CPU executes instructions of programs and can perform basic arithmetical 
and logical operations on data inputs to generate the desired output. Sometimes CPUs in-
clude several cores, which can process data in parallel, thereby increasing capability. How-
ever, CPUs are not ideally suited to execute advanced AI/ML algorithms in a reasonable 
amount of time. Both Graphics Processing Units (GPUs) and Tensor Processing Units (TPUs), 
working in combination with CPUs, provide magnitudes more processing capability and 
consume less energy than CPUs alone.16 Multi-core CPU, GPU, and TPU can be deployed on 
local computers or servers, or ephemerally in cloud environments.

Data being processed within machine memory can be vulnerable. Attackers with physical 
or logical access to equipment (e.g., printers, fax machines), network appliances (e.g., rout-
ers, firewalls), workstations (e.g., desktops, laptops, tablets), servers, mainframes, or person-
al devices (e.g., smartphones, smartwatches), might copy or alter information stored within 
the device memory while it is in use. The prevalence of personally owned devices used to 
process organizational data have increased due to industry trends for BYOD policies where 
corporate and personal data is often processed on the same smartphone or laptop. Software 
can be reverse engineered, data can be copied, altered, deleted, or added, sensitive informa-
tion such as PII or PHI might be exposed, and critical security parameters might be compro-
mised allowing identity theft or fraud.

Additionally, the growing need for data-driven techniques and methodologies that require 
copious amounts of processing hardware has led to many entities outsourcing their comput-
ing needs to third parties in the form of cloud computing. This service provides the needed 
computation, but significantly increases the risk of sensitive data exposure, as a customer 
must now rely on the cloud service provider to employ adequate security techniques with 
limited ability to verify it for themselves.17 The data itself might not even be the most signifi-
cant risk for exposure, as exposure of cloud computing techniques might reveal proprietary 
algorithms or techniques, negating any competitive advantage in that domain.
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Data Generation and Collection

The security implications of data generation and collection should also be considered when 
exploring the impact of emerging technologies on ZT. Data cannot be stored, transmitted, 
or used until it exists, whether collected from humans via human-computer interfaces or 
generated by devices, sensors, or systems autonomously. Data takes many different forms in-
cluding text, images, audio, video, location coordinates, or application use telemetry. For data 
to be considered valuable, it does not have to be structured or formatted in any set way. Nor 
do the originators or subjects of the data collection necessarily know that collection is taking 
place. Different forms of AI/ML, such as large pre-trained models, can generate extremely 
realistic synthetic data, and interpret, summarize, and find patterns in data regardless of 
its format. 

Modern data technology increases the value of data, but also introduces new risks. Once 
data exists, its pervasive quasi-controlled and uninformed use is a serious threat to individ-
uals and organizations. In fact, there exists a legal multi-billion dollar data brokerage eco-
system that consists of companies that collect and generate data that they then sell, license, 
and share with other companies who use it for their own purposes or to provide technical 
services. This often includes sensitive personal data, and studies have shown some data bro-
kers do very little due diligence on customers they sell their data to.18

Historically, data collected via web-based applications introduced vulnerabilities in which 
threat actors could inject malicious code or scripts directly into system data storage or even 
directly into the memory buffer. Over time, common web development frameworks incor-
porated security measures such as input masking and validation to prevent these types 
of risks. While direct attacks can be mitigated, these measures do little to actively protect 
users against social engineering attacks, such as phishing, that manipulate users into dis-
closing sensitive information including passwords, pins, usernames. This highlights why 
users should be aware of their system access privileges and their responsibilities in relation 
to accessing, entering, and securing their organization’s sensitive data.

With this foundation of data security established, we will now move on to the emerging 
technologies anticipated to have the largest potential impact on a ZT future. 

EMERGING TECHNOLOGIES
ZT changes the data security paradigm to be more compatible with future technologies and 

methodologies. In the ZT Reference Architecture, the Defense Information Systems Agency 
and National Security Agency ZT Engineering Team view emerging technologies as technical 
opportunities. They state that ZT “is an evolution of technology and operational approaches 
which over time evolve with the threat environment it is seeking to ameliorate.”19 The following 
sections delve into the emerging technologies most likely to play a role in ZT as they evolve.
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Privacy-Enhancing Technologies

A Privacy-Enhancing Technology (PET) is one that embodies fundamental data protection 
principles by minimizing personal data use, maximizing data security, and empowering in-
dividuals. PETs allow online users to protect the privacy of their PII, which is often provided 
to and handled by services or applications. PETs use techniques to minimize an information 
system’s possession of personal data without losing functionality.20

Differential Privacy

Differential privacy is a mathematically defined series of techniques and methods intend-
ed to allow data to be utilized and shared while reducing or eliminating the risk of sensitive 
exposure.  Differential privacy was conceived in 2006 and is now widely used in both the 
public and private sectors. Companies including Microsoft, Apple, Google, Uber, Facebook, 
Amazon, LinkedIn, and Snapchat have embedded it into their products and continue to in-
vest in ongoing research and development.21 Most notably, from a Public Sector standpoint, 
the U.S. Census Bureau executed one of the largest-scale implementations of differential 
privacy for the first time during the 2020 Decennial Census.22

From a conceptual perspective, differential privacy adds noise to datasets to reduce the 
likelihood that any person or entity whose information is present within a dataset could be 
identified. Differential privacy also protects individuals or entities from being identified as 
participants in a particular data collection process.23 This second aspect is important, as it 
ensures that participants in the dataset cannot be identified by simply excluding everyone 
who did not participate.   

Differential privacy is powerful tool that reduces risk inherent in collecting sensitive data, 
such as is required for ZT. Implementing and operating a ZTA relies on capturing and ana-
lyzing large amounts of network information including network traffic flow, user behavior 
statistics, and other data to identify suspicious activity and to adjudicate requests for system 
access. Collecting this data creates a vulnerability as it must be accessed, processed, and 
shared regularly by both users and systems. Employing differential privacy reduces both the 
risk of exposing sensitive information and the value of that information to malicious entities.

Confidential Computing

Confidential computing loosely defines a range of techniques that enhance the security 
and privacy of Data in Use and is a recognized way forward to implement ZT DoD-wide. 
While not an emerging technology, confidential computing should be applied to hardware 
designed and manufactured for sensitive computing use cases, and is a powerful framework 
within a ZTA.24 Confidential computing seeks to reduce data vulnerability before, during, 
and after it is processed, and is achieved by establishing hardware-based trusted execution 
environments that are secured using embedded encryption keys, and embedded identity 
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attestation mechanisms to ensure keys are accessible solely to authorized application code. It 
also enhances data protection in the cloud, especially as organizations move more sensitive 
data and computing workloads to public cloud services.

Although somewhat new to market capability, it is fully fielded and available from several 
private sector vendors.25 Many consider confidential computing as an overarching term that 
defines all Data in Use protection techniques, to include homomorphic encryption.26 Howev-
er, the original term, coined by Intel in 2015, referred to a hardware level encryption tech-
nique, in which modern CPUs establish physically and/or logically secure enclaves during 
computation run-time. This secure enclave is logically removed from other operations within 
the CPU, and, for specific implementations by companies like Intel and Advanced Micro 
Devices (AMD), it also is physically separated from the rest of the CPU, although still on the 
same chip.27 

Confidential computing has some key drawbacks, such as the absence of any mechanism 
to confirm data security throughout the entire process without continuously monitoring all 
incoming, outgoing, and internal data operations, which would be highly unfeasible, espe-
cially when relying on third party cloud computing resources. This drawback is flagged here, 
because vulnerabilities have been identified in confidential computing enclaves in the past.28

Software Guard Extension (SGX) is Intel’s first iteration of a CPU with a secure hardware 
enclave. In 2017, researchers found a serious potential vulnerability in its implementation 
when they were able to extract RSA keys from within the enclave, and the enclave itself actu-
ally hid the presence of the malware, increasing the severity of the issue.29 This led to Intel 
deprecating support for SGX for a number of years, until its competitor, AMD, partnered with 
Amazon to launch a competing confidential computing cloud service, which motivated Intel 
to bring the product line back.

The second major drawback of confidential computing is that implementations are hard-
ware specific and rely on how the CPU is physically constructed.30 When Intel abruptly 
suspended its SGX series CPUs, highly significant research to develop platform specific SGX 
implementations was ongoing.31 These and other drawbacks notwithstanding, confidential 
computing remains a largely reliable and viable framework. The cloud based confidential 
computing services market is expected to multiply fourfold over the next five years, so it 
is highly likely all known drawbacks will be mitigated as the underlying technology and 
systems evolve.32

Homomorphic Encryption

Homomorphic encryption schemes allow computations on encrypted data without needing 
the secret decryption key. Fully homomorphic encryption maintains the privacy of search 
engine queries and enables the searching and editing of data and information that stays 
encrypted.33 In AI/ML, fully homomorphic encryption maintains the security of not only 
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model input prompts and outputs, but also details of the model itself and the contents of its 
potentially sensitive training data.

Homomorphic encryption was first envisioned by Rivest, Adleman, and Dertouzos in 1978, 
well before a system with the required processing power could be built, and decades before 
Craig Gentry found the first practical implementation of a fully homomorphic system in 
2009.34 He did this using a lattice-based encryption scheme and a process called squashing 
and bootstrapping. Modern quantum resistant encryption schemes rely on the ring learning 
with errors problem which also uses highly-dimensional lattices.35 

Fully homomorphic encryption allows a company or individual to have its data encrypted 
while other known parties run computations on that data without being able to decrypt it.36 
Traditionally the other party would need a private key to decrypt the data, modify it, encrypt it, 
and then send it back. This poses a security concern, especially when it comes to sensitive data, 
because if the outsourced company is subject to a cyber-attack, the attacker will gain access 
to all the unencrypted sensitive data. However, if homomorphic encryption is used, even if the 
attacker gains access to the data, it is encrypted through the entire process, yielding no clues 
as to what the actual data is or how it is being used. Therefore, homomorphic encryption could 
make a significant impact in the world of cryptography and data security. 

Blockchain Technology

Blockchain technology was introduced in 2008 with the invention of Bitcoin by Satoshi 
Nakamoto.37 Blockchain has seen significant evolution in recent years since its introduction. 
Bitcoin’s market capitalization, the largest among all cryptocurrencies, currently exceeds 
$1 trillion and it continues to be the global standard bearer for digital currency. The second 
largest blockchain by market capitalization, Ethereum, is worth over $400 billion.38 Ethere-
um has established itself as a versatile platform for various applications beyond its native 
cryptocurrency, ETH. Ethereum's blockchain facilitates smart contracts, decentralized ap-
plications, and decentralized autonomous organizations, showcasing its multifaceted utility. 
Today, there are over 200 blockchains, each with their own functional utility, with total mar-
ket values over $1 million.39 The proliferation of non-fungible tokens and other digital assets 
further highlights blockchain's expanding influence and utility. 

Recent legislative efforts in Congress to begin regulating digital assets underscore the 
growing recognition and integration of blockchain technologies into mainstream financial 
and technological ecosystems.40 This rapid evolution and increasing regulatory attention un-
derscore blockchain's trajectory towards widespread adoption and its potential to revolution-
ize various industries.

A blockchain is an ever-growing, secure, shared, record-keeping system in which each 
user of the data holds a copy of the records, which can only be updated if all parties involved 
in a transaction agree to update. It is a P2P distributed ledger that is cryptographically 
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secure, append-only, immutable, and updateable only via consensus or agreement among 
peers. Blockchain can be thought of as a layer of a distributed P2P network running on top 
of the internet.41 

Blockchain uses cryptographic techniques and operates over a decentralized network of 
nodes, where each node maintains a copy of the entire blockchain. Blockchain is consid-
ered to be a novel approach to distributed computing and data storage. In the context of 
computing, blockchain technology enables the management and storage of data across mul-
tiple systems, ensuring data integrity, transparency, and security. Blockchains are known 
as distributed networks because the data and control over the network are not centralized 
but are instead shared among participants. Each participant (node) in a blockchain network 
typically maintains its own copy of the entire ledger, and updates to the ledger are achieved 
through a consensus mechanism among these nodes. The consensus protocols in blockchain 
networks are crucial as they ensure all nodes in the network agree on the validity of transac-
tions. The most common consensus protocols used in blockchain networks are Proof-of-Work 
(PoW) and Proof-of-Stake.

Data stored on blockchains must be verified by nodes on the network before entering the 
chain. Once a certain number of nodes agree on what data can be added, each by solving 
and sharing results of the same computationally complex consensus algorithm (in the case 
of PoW), the block containing the data is added to the chain. Data stored on blockchains are 
immutable and transactions are fully traceable. In contrast to traditional data networks, the 
robust cross-validation of blocks entering a blockchain network provides extra levels of secu-
rity that cannot be found elsewhere. The computational power and associated costs required 
for each node to execute the consensus algorithm serves as an economic disincentive for 
attackers who might otherwise try to execute or confirm a nefarious transaction by tricking 
the requisite number of nodes (usually many) into forming a consensus at the same time for 
the same invalid blocks. Attacks like this are prohibitively expensive due to the intentional 
design of the network and are not guaranteed to succeed, even if attempted at great cost.

Quantum Technology

Quantum technology is an emerging field of physics and engineering that encompasses 
technologies that rely on the properties of quantum mechanics.42 For the purposes of this 
analysis, we will address the three primary applications of quantum computing, quantum 
communications, and quantum sensing. 

Quantum Computing

Quantum computing leverages quantum mechanical principles of entanglement and su-
perposition to create quantum computers. A quantum bit, or qubit, can exist in an infinite 
number of states simultaneously and can also resolve to an identifiable binary state. Unlike 
the extremely reliable bits that underpin conventional computing, qubits are highly prone to 
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error and only operate in specific physical environments. Power-expensive error correction 
mechanisms are needed. Qubits tend to be prone to several types of environmental interfer-
ence, so they can only be transmitted over limited distances and require special sensors to 
measure their state. Despite the challenges, there is rapid progress happening in quantum 
computing, in no small part a result of DoD-originated funding and research.43

Because qubits can be built with a variety of technologies, including superconducting 
circuitry, trapped ions, and photons, there are several variations of quantum computing 
currently being developed and researched.44 Circuit-based, the most conventional or main-
stream type, is the focus of investment by many major technology companies. Circuit-based 
quantum computers can be based on transmons (the focus of Google’s and IBM’s efforts) or 
based on trapped ions (employed by IonQ). Topological quantum computing employs exotic 
quasiparticles called anyons that are naturally resistant to errors and perturbations.45 This 
fault-tolerant approach is being developed by Microsoft but is still in the early stages of 
physical realization of even one qubit. Another type of quantum computing known as mea-
surement-based, or one-way, quantum computing exists, but is still in its conceptual stage.

Quantum annealing is a non-general approach to quantum computing that applies specif-
ically to solving combinatorial optimization problems, where the goal is to find the optimal 
combination or arrangement of elements from a large set. The energy usage of the system 
corresponds to the objective function of the optimization problem, and the annealing process 
efficiently finds the lowest energy configuration that is also the optimal solution. This com-
bined hardware- and software-based approach is being developed by D-Wave, who make in-
stances of their computing solution available in the cloud. This shows tremendous promise, 
particularly for efficiently solving previously intractable optimization problems encountered 
in AI/ML use cases.46 As quantum computers advance, their capabilities will further accel-
erate analytical progress and supercharge use cases across all industries.

Quantum Communications

Communications channels secured by quantum technology differ from classical informa-
tion exchange in that the two parties know when a third party has attacked. This is be-
cause measuring an unknown quantum state changes it. If a third party eavesdrops on an 
exchange by trying to measure the key, this creates detectable anomalies in the quantum 
state. In the 1970s, well before his time, Stephen Wiesner introduced the concept of quantum 
conjugate coding—based on a method of transmitting multiple messages such that reading 
one destroys the others.47 In 1984, his theory was used as a base for Bennet and Brassard to 
propose a method for secure communication called BB84. The BB84 scheme is at the basis of 
quantum key distribution (QKD) methods which are based on the idea of one-time pad (OTP). 
OTPs are in theory the strongest possible algorithmic cipher: if the key is used properly, they 
cannot be broken, even in theory.48
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Post Quantum Cryptography

If large-scale quantum computers are ever built, they will be able to break many of the 
public-key cryptosystems currently in use. This would seriously compromise the confiden-
tiality and integrity of digital communications on the Internet and elsewhere. The goal of 
post-quantum cryptography (also called quantum-resistant cryptography) is to develop 
cryptographic systems that are secure against both quantum and classical computers and 
with existing communications protocols and networks. 

Since 2016, NIST publicly acknowledged that when large-scale quantum computers are 
realized, they will be able to break many of the public-key cryptosystems currently used in 
digital communications and for encrypting data. To counter this future vulnerability, NIST 
initiated a process to solicit, evaluate, and standardize quantum-resistant public-key cryp-
tographic algorithms.49 Following a November 2017 deadline for submission, NIST has con-
tinued to lead a public-facing process to narrow down the scope of possible candidates, and 
there are currently three algorithms still under consideration: CRYSTALS-Dilithium, CRYS-
TALS-KYBER, and SPHINCS+. The intent of NIST’s effort is to specify one or more unclas-
sified, publicly disclosed digital signatures, public-key encryption, and key-establishment 
algorithms and make them available for use around the world.50

Quantum Sensing

Quantum sensors and measurement devices provide accuracy, stability, and new capabili-
ties that offer advantages for commercial, government, and scientific applications. Examples 
such as atomic clocks for GPS navigation and nuclear spin control for magnetic resonance 
imaging are already widely used, with transformative impacts for society. Further advances 
in quantum information science and technology will enable a new generation of similarly 
transformative sensors that will increase the volume, variety, and value of data that can be 
generated. While quantum sensors can potentially enhance decision-making in a military 
context, adversarial use of the same technologies against us has serious security implica-
tions. Researching how to work with, secure, and trust data generated by quantum sensors 
will help drive innovation and serve as a competitive advantage against adversaries.

Biological Technology

Biological technology, or biotechnology, is expected to have a major impact across various 
sectors, including health, energy, and national security. Data is crucial for advancing bio-
technology innovations, and ZT is an appropriate security framework for protecting sensitive 
health information and proprietary research data within the field. In “Bold Goals for U.S. 
Biotechnology and Biomanufacturing: Harnessing Research and Development to Further So-
cietal Goals,” The White House Office of Science and Technology Policy highlights the pivotal 
role of data and the importance of data standards in the future of biotechnology:
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Global bioeconomy strategies recognize that a sustainable, safe, and secure bioeconomy 
is built upon standards and the availability of high-quality data. Data, particularly from ge-
nomics and multiomics, underpins advances in biotechnology, for example, by enabling 
the rapid design of systems to produce needed medicines, food, and materials. Standards, 
particularly international data standards, can help accelerate research and development 
(R&D) and commercialization of new, safe, and effective medicines and therapeutics; con-
tribute to food product safety, quality, and consistency; promote international trade; and 
instill confidence among consumers for products in all sectors of the economy. For indus-
try, standards can promote research and manufacturing innovation, streamline regulatory 
review, and enable international alignment, interoperability, and coordination. As biotech-
nology converges with automation, connected devices, and AI, a robust data infrastructure 
can also accelerate R&D and commercialization of emerging technology.27

DNA Computing

By 2025, it is estimated that the entire data universe will be 175 zettabytes.53 Storage 
systems that now hold the world’s data in the form of 0's and 1's will not be able to keep up, 
so finding ways to store and compute biological forms of data have become increasingly rel-
evant problems. One approach is DNA-based data storage.

DNA is genetic material in all organic organisms and is composed of two polynucleotide 
chains that coil around each other in a double helix formation. Each polynucleotide is com-
posed of smaller units consisting of one of four nitrogen containing nucleobases: cytosine (C), 
guanine (G), adenine (A), or thymine (T).54 Researchers are harnessing these pattern-based 
strands to store data. By allowing each nucleobase to represent a two-element binary value 
(00=A, 01=T, 10=C, 11=G), DNA can be made to represent a table for use in bitwise arithmetic 
operations. Encoding DNA to represent data occurs through DNA synthesizing.55 This recent 
research opens the cyber world up to the possibility of harnessing DNA as a medium for 
larger-scale computations and data storage. DNA can be sequenced and accurately copied 
and is quite stable. A single gram of DNA can store a single Zettabyte (one billion terabytes).

DNA also can be very useful to encrypt and decrypt data. Nucleotides, representing bi-
nary values, allow theoretical algorithms to be derived for encrypting and decrypting data. 
DNA cryptography is a proposed technique of encryption and decryption in which data can 
be hidden within a DNA sequence. This technique is very promising due to the powerful 
potential of DNA computing and data storage. Hiding data within DNA alone is insufficient 
to keep it secret, but applying known and new ciphers to data already sequenced into DNA 
shows great promise.56

DoD has a vested interest in and actively contributes towards research and development 
to understand, harness, and manage the implications of advances in each of these emerging 
technologies on society, in warfare and for diplomacy. Data, and the security of data in these 
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new human-technological contexts, will continue to be an important topic of discussion, 
debate, investment, and innovation as the opportunities and vulnerabilities of our future 
technological environment become more clear. Now that we have covered the preliminaries 
of ZT, data security, and emerging technologies, we consider their future implications.

ANALYSIS AND DISCUSSION
In the evolving landscape of ZT, quantum technology, biotechnology, blockchain, and PETs 

(e.g. differential privacy, confidential computing, and homomorphic encryption), present 
both opportunities and challenges for data security. DoD’s ZT Strategy emphasizes seven key 
data capabilities necessary for implementing ZT: data catalog risk alignment, DoD enterprise 
data governance, data labeling and tagging, data monitoring and sensing, data encryption 
and rights management, data loss prevention, and data access control.57 These capabilities 
must be examined for all new data-driven applications of technology both through the lens of 
data security and across the entire data lifecycle, which encompasses Data Generation, Data 
Collection, Data at Rest, Data in Transit, and Data in Use. 

Data security implications vary significantly across different applications of technology. In 
ZT environments, enforcing the principle of least privilege ensures that users, devices, and 
systems access only the necessary data for their specific purposes. When assuming breach, 
every interaction involving data must be authenticated and never trusted by default. This is 
particularly challenging when designing secure applications in tactical environments where 
devices and communications are subject to denial, disconnection, intermittency, or limited 
bandwidth (DDIL).58 Devices and systems that comprise the Battlefield Internet of Things, 
although highly capable in some cases, are often resource constrained and can only execute 
their main functionality, making them less capable of defending themselves against attacks. 
Advances in quantum computing, applied in the AI/ML development process, can reduce 
the size and complexity of security models, enabling them to run in resource constrained 
devices in DDIL environments.

In tactical environments, Electronic Warfare (EW) weapons can disrupt data generation 
and collection by jamming sensors and communication devices, leading to corrupted or in-
complete data. For Data at Rest, electromagnetic pulses or directed energy weapons could 
physically damage storage infrastructure, highlighting the need for physical security and re-
dundancy. Data in Transit is particularly vulnerable to EW, where interception and jamming 
can delay or compromise the transmission of sensitive information. Quantum-safe encryp-
tion and secure communication protocols, including QKD as it progresses towards operation-
al readiness, will be vital in safeguarding Data in Transit. While emerging technologies offer 
potentially promising solutions, they also introduce new layers of complexity which could 
be infeasible given operational constraints. Regardless, in designing secure devices and 
applications, particularly in sensitive and tactical environments, trade-offs are inevitable, 
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and the focus must remain on robust data access control and continuous authentication to 
ensure data security. 

Security considerations should be proactively integrated into the earliest phases of innova-
tion and engineering for any application or system that touches data throughout its lifecycle. 
This is consistent with “Secure by Design” guidance published by the Cybersecurity Infra-
structure Security Agency and global partners, which empowers designers and engineers to 
consider security throughout the design process.59 Neglecting security and privacy in incip-
ient phases will inevitably result in an ineffective reactionary security posture. At the scale 
and speed that modern networks operate, and as adversaries become more sophisticated, 
this is untenable. Therefore, it is essential for designers, engineers, and security profession-
als to have a shared understanding of how PETs, for instance, may apply to a data security 
problem as well as their unique implementation considerations. 

While technologically advanced adversaries can disrupt data generation and collection, 
and also generate, collect, and use data for their own intelligence purposes, it is often much 
easier to target Data at Rest and Data in Transit in more vulnerable legacy systems. Iden-
tifying and addressing these vulnerabilities is crucial, especially as adversaries find new 
ways to attack us and degrade our capabilities. Frameworks such as MITRE's ATT&CK and 
ATLAS are invaluable for understanding the threat. The ATT&CK knowledge base compiles 
adversary tactics and techniques from real-world observations and aids in developing threat 
models and methodologies across various sectors.60 Similarly, MITRE ATLAS describes ad-
versary tactics and techniques in AI systems based on observed attacks and realistic demon-
strations by AI red teams.61 These frameworks show how adversaries target and exploit data, 
and should be leveraged in the early phases of design to define an application's data security 
requirements; they exemplify the benefits of collaboration across industry, academia, and 
government, and provide a common taxonomy for threat intelligence further enabling the 
testing and development of improved network and system defenses.

Advances in quantum computing will revolutionize critical analytical capabilities need-
ed for bolstering defenses and achieving ZT. Quantum machines already have the ability 
to solve formerly unsolvable, highly-dimensional optimization problems by processing vast 
amounts of data at incredible speeds and exploring extremely large solution spaces near 
instantaneously. Furthermore, there are known data- and model-related challenges in clas-
sical AI/ML approaches that quantum compute solutions can potentially overcome which 
warrant further investigation and research. As DoD increases reliance on AI/ML for security 
monitoring, network intrusion detection, and other ZT related use cases, quantum compute 
is poised to further enhance data capabilities, increase efficiency and accuracy of these sys-
tems, save time, and enable deployment further to the edge by requiring fewer compute 
resources. 
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Quantum computing can also be used to create extraordinarily realistic datasets for training 
AI/ML models, particularly in cases where training datasets are insufficient or not available. 
Data labeling and tagging is now a mission critical capability. For many cybersecurity use 
cases, biotechnology initiatives in particular will rely on increasingly sensitive and large 
scale biological data (e.g., DNA and human genes) that necessitates precise labeling and tag-
ging. AI/ML-enhanced automation can help improve accuracy and consistency of training 
datasets. PETs can also be leveraged when the labeling and tagging process involves sensi-
tive data that could be either inadvertently exposed or purposefully exploited or manipulated 
by adversaries intending to attack or steal information about the underlying models, their 
intended capabilities, or the data used to train them.  

Quantum sensing capabilities will enable the generation of precise and accurate data for 
sensing and measuring objects and phenomenon currently invisible to us and our systems. 
Examples of applications include more accurate and reliable geolocation, improved medical 
diagnostic imaging, safer navigation of autonomous vehicles, better guidance systems, and 
detection, imaging, and mapping of underground environments.62 Quantum sensing will 
also significantly accelerate our ability to integrate data from several disparate sources and 
sensors for near real time monitoring and analysis, even in noisy environments. These are 
particularly valuable data generating use cases for DoD, but quantum sensing is still a ca-
pability that few people know about and has yet to reach widespread adoption.63 Although 
quantum sensing has fewer immediate implications on data security and ZT, the intellectual 
property associated with ongoing research is highly sensitive and needs to be protected in 
accordance with ZT principles.

For systems that require many users and devices to generate, collect, store, transmit, or 
use sensitive data, blockchain technology will play an increasingly key role in enterprise 
data governance. Blockchains provide, by design, secure and transparent methods for track-
ing data lineage and automating compliance with governance and security policies. Its de-
centralized and immutable ledger guarantees that all actions and modifications to data are 
logged and auditable. Custom private blockchain platforms can track access to data for la-
beling and tagging, monitoring and sensing, and data loss prevention in a ZT environment. 
In addition, the rules necessary for data catalog risk alignment, rights management, and 
access control can be programmatically defined, managed, and automatically executed on a 
blockchain platform.

As emerging technologies reshape the landscape of data processing and storage, the need for 
robust privacy-enhancing technologies will remain critical. Homomorphic encryption allows 
computations directly on encrypted data, which can be used to enhance DRM and for data loss 
prevention without compromising privacy. It can also be used in data labeling and tagging use 
cases where details of the models and data used to train them need to remain secret but could 
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become exposed (or derived) during their usage. Engineering challenges in implementing, as-
suring, and verifying fully homomorphic encryption schemes necessitate advanced methods 
for their design and testing before they can be broadly adopted within ZTAs. 

Confidential computing secures data processing at the hardware level. It therefore plays an 
important role in securing environments where AI/ML is used for sensitive computation and 
strict policies need to be enforced for Data in Use. As cloud adoption grows and global com-
petition for semiconductors intensifies, supply chain gaps and vulnerabilities in chip design 
and fabrication pose serious risks. Advanced verification methods are required to ensure 
that sophisticated chips are free from security flaws and function as intended, as such risks 
may only surface during future use. Furthermore, novel confidential computing techniques 
will be necessary to secure the unique hardware used in quantum and biotechnological 
computing use cases. 

Differential privacy protects individual privacy of subjects included in data sets used for 
model training, analysis, statistics, or informational reporting products. This will become 
increasingly vital as progress in quantum technology and biotechnology heighten the sen-
sitivity and implications of Data in Use, especially in contexts which require transparency. 
This is the case for securely sharing data for decision-making, R&D, or innovation, as well as 
meeting regulatory or compliance requirements. Standards for evaluating effectiveness and 
providing assurance for differential privacy and other PET implementations will be neces-
sary as ZTAs become more mature and widespread. 

ZT fundamentally strengthens data security by ensuring that trusted user and device 
access to sensitive data is closely monitored to identify and prevent malicious exploitation. 
Together, the technologies discussed not only align with, but also enhance DoD's ZT posture, 
creating a robust, resilient, and secure data environment that can withstand evolving cyber-
security threats introduced by new technologies and persistent adversaries. 

CONCLUSION
Given the immense potential of emerging technologies and their transformative applica-

tions, ZT stands as the ideal framework to guide data security practices and decision-mak-
ing. Interplay among these emerging technologies and PETs underscores a complex yet 
promising future for ZT environments. Quantum technology enhances data generation, com-
putation, processing, and security; biotechnology introduces new forms of data computation, 
storage, and relies on sensitive data that requires rigorous protection; and blockchain pro-
vides a decentralized, tamper-evident framework for data integrity and secure transactions. 
At the same time, PETs ensure that data produced and consumed by modern data systems 
remains secure and private throughout its lifecycle.
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DISCLAIMER
The views expressed here are of the authors alone. They do not reflect the policy or position 
of the U.S. Military Academy, U.S. Army, U.S. Department of Defense, or U.S. Government.

Addressing ZT security challenges at the interface between humans and machines will re-
quire innovation that capitalizes on the capabilities of today’s emerging technologies. Inno-
vation ecosystems are already emerging to support quantum technology, biotechnology, and 
blockchain. These communities can contribute towards addressing society-wide challenges 
and opportunities related to data security and privacy, but doing so will require a common 
vision, coordination, collaboration, and research. Prioritized and synchronized R&D is im-
portant in strategic areas such as workforce education, innovation and engineering, part-
nership building, and scientific research. Sustainable innovation requires careful balance 
between risk and reward, managing resource constraints, and making cost-benefit trade-off 
decisions in an extremely complex environment. The technologies described are poised to 
revolutionize and optimize how we do all these things in the future.

ZT is a large and complex engineering and cultural undertaking. No data technology is 
out of scope, whether on the bleeding edge or embedded in legacy systems. DoD’s mission to 
accelerate decision advantage and sustained focus on data security must drive these efforts 
in support of broader national security objectives. DoD is uniquely suited to address complex 
multi-faceted problems such as ZT, where real world consequences raise the stakes above 
profit-oriented objectives. DoD must continue leading and expanding efforts to partner with 
industry, allies, and academia to drive innovation based on science and evidence-based de-
cision-making. 

Even though these emerging technologies will be cross-cutting and broadly impactful, 
each use case is unique. Both the magic and the devil are in the details. This requires care-
ful prioritization and resource allocation towards current R&D efforts and for the future 
maintenance, sustainability, and protection of systems and infrastructure that we are in-
creasingly dependent upon. This reinforces the absolute necessity of nurturing and expand-
ing a diversified pipeline of educated, experienced, and motivated talent who can work with 
these emerging technologies and help shape the future. Failing to plan for and anticipate our 
future needs poses a serious risk to our technological society.   
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ABSTRACT 

Winning is much easier if you have an edge, whether that be better personnel, strate-
gy, and/or technology. Quantum Information Science (QIS) - which includes quantum 
sensing, networking, communications, and computing - provides a technology that 
both tactical and strategic commanders will leverage to seize the initiative and cre-
ate positions of advantage. Optimizing the exploitation of quantum technology will 
require that senior leaders understand enough about the technology and its fast-evolv-
ing applications to outmaneuver and outthink our adversaries. This does not require 
expertise in all facets of QIS, any more than a computer user needs to know computer 
design. This article attempts to be an introduction to quantum technology and some 
of its potential uses in the military operational environment. 

INTRODUCTION

Had the Nazis won the race to harness the power of the atom, many would agree 
that World War II could have been disastrously lost, leaving the maps of Europe 
and the Americas vastly different. But what if the Nazis had quantum technol-
ogies before the D-Day invasion? 

What if the Germans had the ability to thoroughly inspect key elements of the great 
deception plan, called Bodyguard, which misled the Germans about the location of the 
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D-Day invasion? Using data from quantum LIDAR, 
magnetic field, and EM sensors, the Nazis likely would 
have known that the camps around the city of Dover 
and the landing crafts assembled along the southeast 
coast of England were phantom camps and ghost ves-
sels, devoid of troops and actual equipment. These 
cleverly designed deception elements gave the Nazis 
every indication that the Allied invasion would cross 
the English Channel into Pas-de-Calais, not Normandy, 
which was 150 miles to the southwest.1   

Quantum LIDAR and imaging would have enabled 
the Nazis to track ship movement in real-time as they 
approached Normandy, and identify that the large 
clouds of aluminum strips dropped by Allied aircraft 
flying toward Pas-de-Calais were not, in fact, a large 
fleet of Allied ships, but just a decoy.2 What if, instead 
of Allied codebreakers deciphering Germany’s secret 
communications, they were able to crack ours? QIS 
would have given the Nazis a powerful advantage 
over the Allied Forces on D-Day. Nazi decision makers 
would have data sets, devoid of deceptive data, that led 
them to reinforce Normandy, and this data-driven de-
cision would have potentially changed the fate of the 
Allied D-Day invasion and the outcome of the war.

Today, quantum computing is mostly inaccessible. 
To be prepared to use quantum technology when it is 
available, we must have the discussion about how to 
employ the technology today.  Unlike the classical com-
puters in universal use today, the size, high cost, and 
mechanical and operational sophistication of quantum 
computers have rendered them highly limited for use 
today.3 Most quantum computers are owned by gov-
ernments, large corporations, and select universities. 
Classes and instruction on quantum computing are 
currently limited to a few institutions of higher learn-
ing.4 While not generally available, it can be anticipat-
ed that offerings for quantum instruction will rapidly 
increase, similar to artificial intelligence. This does not 
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mean that it will remain hard to access for very long. 
The impact of quantum machines is already being felt 
disproportionately by governments, academia, the mil-
itary, and policymakers, and as of June 2024 various 
nations have invested about $55 billion,5 to develop a 
general-purpose quantum computer. Nation-states are 
making this investment because quantum computers 
are projected to be able to break what cryptographers 
presently see as the most secure encryption ciphers: 
the asymmetric Public Key Encryption (PKE) algo-
rithms.6 

The United States has confirmed that a cryptanalyt-
ically relevant quantum computer (CRQC) could put 
global communications systems, critical infrastruc-
ture, and financial transactions at risk.7 The first coun-
try to achieve a general-purpose quantum computer, 
with a sufficient number of qubits, will have a signif-
icant position of advantage over others in this era of 
Great Power Competition. Classical computers cannot 
begin to achieve the same operations that quantum 
computers use to break PKE cipher algorithms due to 
their basic hardware technology.8 Breaking PKE algo-
rithms will require both a technology and paradigm 
upgrade. We are currently in a technological cold war 
to achieve general-purpose quantum computing. Fu-
ture leaders will need to know how to leverage each 
new capability to create positions of advantage over 
our adversaries. The time for developing the people 
and concepts for a quantum future is now. This arti-
cle presents the basics of quantum computing to assist 
forward-thinking leaders and technicians in how to 
better operationally deploy it in the future.

BASICS OF QUANTUM COMPUTING   
Quantum computers are similar in structure and 

function to a classical computer. From an operation-
al viewpoint, the user interface is usually a classi-
cal computer with a backend quantum coprocessor  
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(see Figure 1), with a classical front end in-
terface where users do the actual program-
ming, and where the language, compilers, 
algorithms, and communications protocols 
are found. This computer is typically pro-
grammed using Python and stores the pro-
gram locally until it is transferred to the 
quantum coprocessor. This transfer occurs 
through the cooling unit or “chandelier.”9 
Quantum hardware and the coprocessor are 
placed inside a supercooled enclosure that is 
large enough for technicians to work on that 
hardware. These rooms are typically a ten foot cube consisting of air, insulating walls, refrig-
eration equipment, and the computer, itself. Inside the cooled unit are the quantum comput-
ing hardware and the interface to keep things cold. Then the quantum coprocessor does the 
computation, arrives at the answer, and transfers the solution back to the classical computer 
via the interface unit in the chandelier to the user. 

Classical computers represent information in bits, the 
smallest encoding possible for information represented as 
0 or 1, that are then combined to represent larger units of 
information, such as characters. Quantum computers use 
a similar, but more powerful type of representation for in-
formation, called quantum bits, or “qubits” for short. Qu-
bits are like classical bits on steroids. Bits are independent 
units, but qubits can combine to represent even more data. 
In the quantum processor, qubits can be in the binary state 
typically depicted at a 0 or 1 like classical computers, but 
they can occupy multiple states simultaneously.  This allows for the encoding of information at 
multiple positions, but also multiple positions in angles from the poles, e.g. at 90-degrees, 30 
degrees, or 15 degrees (in all directions, see Figure 2)11 not just at the poles (0 or 1). Multiple ori-
entations of data give rise to the concept of quantum digits, or “qudits”12 allowing for quantum 
computers to encode and process at a rate much faster than a classical computer.13   

The interface between the two machines passes data from the classical computer to the 
Quantum Processing block shown in Figure 3. This block, or layer, contains the memory, 
registers, and logic gates for computing at the quantum level. It may also be the “edge" of 
the quantum machine where all the bookkeeping and storage that is needed by the quantum 
hardware. This layer interacts with the Classical Computing layer to set up a program and lat-
er report the results, while also working with the Quantum Hardware layer to run programs.

Figure 1. Classical Front End to Quantum Coprocessor.

Figure 2. Multiple Positions in All Directions.10
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The Quantum Hardware layer consists of the storage unit for qubit memory, called the 
quRAM (fast local memory), and all connectors that help conduct the processing, and must 
be supercooled to correctly operate. As of late 2023, the time that supercooling can be main-
tained was an extremely short 34 ms.15 At the end of this process, the layer loses coherence 
(the ability to entangle qubits) and all computational activities end. Quantum computers also 
take a long time to cool down between runs to achieve the necessary cold temperature. In 
2023, IBM quantum machines required up to 2.5 days to achieve that cooling.16 This situation 
should be fixed by the development of room temperature qubits.

Qubits can be created using any two-level quantum system. Some of the promising types 
of qubits being developed include: superconducting, trapped ions, quantum dots, and pho-
tons atoms.17 

mSuperconducting qubits are made from superconducting materials operating at ex-
tremely low temperatures and can be manipulated by microwave pulses. For the last 
decade researchers have used superconducting transmon qubits which are favored 
by researchers due to their high designability, scalability, and controlability.18 One 
problem with superconducting qubits is the coherence time, how long a qubit can 
run algorithms or perform operations before qubit drops its information, is relatively 
short. Researchers at MIT recently developed a superconducting qubit architecture 
using fluxonium qubits connected by transmon that can perform operations between 
qubits with high accuracy19 that could help make superconducting qubits the path to a 
fault-tolerant quantum computer.20

mTrapped ions can also be used as qubits storing information in suspended free space 
around ions trapped using oscillating electromagnetic fields. Trapped ion qubits are 
noteworthy because the qubits have a relatively long lifetime, long internal state 

Figure 3. Detailed Structure of Quantum Computer.14

Cooling Environment
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coherence, and high-fidelity measurements21 but there are challenges to scaling them. 
Quantum computers with ion traps contain about 30 qubits each.22 However due to 
the nature of the oscillating electromagnetic field, combining more than multiple 
qubits on a single chip causes the trap to heat up significantly.23 As of March 2024, 
new developments in using static magnetic fields instead of oscillating fields, called a 
Penning trap, show promise toward the realization of scaling trapped ion qubits and 
will benefit both quantum computing and sensors.24

mA quantum dot is a nanoscale crystal semiconductor capable of holding a single electron 
or a small group of electrons that give the dot spin. These spins represent qubits of infor-
mation and can exist in two states at once, both up and down, allowing computers that 
use them to do many calculations simultaneously.25 Silicon chips, etched with quantum 
dots holding single electrons in their spin, appeared to be a feasible solution to bringing 
quantum computers to the masses but researchers were unable to manage the heat gen-
erated.26 In May 2024, MIT and MITRE researchers demonstrated a “quantum-system-on-
chip” architecture that integrates thousands to qubits on an integrated circuit and then 
connects multiple chips via optical networking.27 This progress toward general-purpose 
quantum computing was significant “…with over 4,000 qubits that could be tuned to the 
same frequency while maintaining their spin and optical properties.”28   

mPhoton qubits can be used to send quantum information through fiber optic cables 
by setting directional spin states of individual light particles.29 Photon qubits are 
used in quantum communication and quantum cryptography. Recent developments 
at Berkeley’s Accelerator Technology & Applied Physics (ATAP) Lab include research 
on programmable spin-photon qubits uses a femto-second laser to create and destroy 
qubits on demand and at desirable locations.30 Photon qubits were primarily viewed 
as information carriers between quantum computers to enable distributed processing. 
However, the development of the photonic quantum chip31 and a metal-ion qubit that 
absorbs light and emits color,32 makes a room temperature quantum computer appear 
to be possible.   

Each type of qubit has shortcomings that must be overcome; breakthroughs cannot be ac-
curately forecasted. However, using statistical nonlinearities it is estimated that a room-tem-
perature quantum computer will be possible by 2031.33 While most qubit implementations 
today take on the same binary values used in classical computers, many of these technologies 
can be used for more than representing binary values.34 

The ability to represent more than two values results in a qudit. The multi-level unit pro-
vides a larger space to store and process information.35 Qudits can encode up to seven num-
bers, unlocking more computational power with fewer components, and can be a path to effec-
tive scaling.36 For the purposes of this article, we will continue to describe quantum particles 
as qubits since most research we discuss is done using qubits.
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Qubits are said to be entangled when they remain connected even when separated by large 
distances.37 Knowing the state of one particle automatically tells you something about its 
entangled partners and changing one qubit will affect all the qubits entangled with it.38 This 
connection allows qubits to perform vastly more operations per qubit than a classical com-
puter can per bit, and computing power rises exponentially with the number of qubits. As of 
March 2024, quantum computers are primarily being used for simulations, optimization, and 
data analysis problems as most applications of quantum computing are still theoretical and, 
according to John Preskill, a theoretical physicist at the California Institute of Technology, it is 
challenging to find problem sets worthy of quantum computer “…because classical computers 
are pretty good at a lot of the things they do.”39  

Most quantum computing capabilities and research are conducted in isolated, temperature 
controlled, super-cooled environments connected to the outside world via an interface unit to 
a classical computer. As such, most current cybersecurity considerations are indirect in na-
ture and involve indirect attack vectors on the power, cooling, or vibration abatement systems. 
Cyber attacks would have to target the classical computer or its user and then move to the 
interface unit before trying to breach the quantum computer. 

A summary comparing classical and quantum computers is in Table 1. 

Table 1. Comparison of Classical and Quantum Computers.

Classical vs Quantum Computers

Feature Classical Computer Quantum  Computer

Computing units Bits Qubits

Computing Power Linear increase with number of transistors Exponential increase with number of qubits

Logic Type Binary Logic States of spin on atoms

Targets General Problems Optimization, Data Analysis, Simulations

Operation size 1 per N bits 2N for N qubits

Security Attacks directly and indirectly to multiple aspects 
of the system.

Currently physical. Social engineering and electronic 
attacks targeting the cooling system.

Temperature Room Super cooled

ADVANTAGES AND DISADVANTAGES OF QUANTUM COMPUTING
Some of the advantages of quantum computers include:

mSpeed - Quantum computers are fast. They allow solving some problems in consid-
erably less time than presently available classical machines. In general, a quantum 
machine runs faster than a classical machine due to its architecture. Quantum com-
puters can run large-scale data problems faster than classical computers. However, the 
problem of cooling restricts how long a quantum computer can run. Most quantum 
computers take a long time to cool down enough to run again.40
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mSolving New Problems - Quantum computers can solve problems not solvable by 
classical machines. Quantum computers open classes of problems that cannot be 
effectively represented and calculated using the binary approach. Drawing a similarity 
to mechanical engines, the mathematics and implementation of the V-8 and the rotary 
engine both generate power, but the method of generation is different. They perform 
the same function but in different ways. Among the complex problems is the ability to 
break asymmetrical key ciphers which are presently used for the protection of data.

mEnhancing Classical Computers - Quantum computers are complementary to clas-
sical computers. Both types of computers are useful for different problems and can be 
used together.

mMemory Density - Entangled qudits can represent problems that cannot be rep-
resented in the binary computational space. Entangled qudits have more than two 
states. Instead of rising linearly, like the information in classical memories, qudits rise 
exponentially. It only takes a relatively few qubits and even fewer qudits to perform 
complex algorithms that exceed the capability of conventional computers.41 

mNovel Approaches to Problems - Quantum computers allow for a new way to view 
problems. Because of their new technology, new approaches to solving problems are 
needed and becoming available. Progress takes place when new ways to view a prob-
lem present themselves.

There are also aspects of quantum computers that are not advantages. Some of these disad-
vantages may be overcome with time, others are inherent to the technology. These disadvan-
tages include:

mNeed for Supercooling - Qubits that presently make up quantum computers require 
temperatures near absolute zero. Such a temperature is extremely hard to gener-
ate and maintain. Although some progress in this area was made with the photonic 
quantum chip and light absorbing metal-ion qubit, the need for extreme cold is still a 
significant problem with quantum computing today.  

mCosts - Supercooling requires specialized equipment and power to maintain the com-
puter’s required operational environment. Supercooling coupled with the use of exotic 
materials to construct the various qubits, processors, and interfaces make quantum 
computing a very costly venture. This problem will probably be moderated as room 
temperature qubits are developed, but the time until that improvement is likely ten or 
more years from now.

mThermal Errors - Just running a quantum machine can cause thermal errors to be 
present in the results of calculations. The problem is solved by quantum annealing, 
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but will require connecting multiple hardware qubits to act as a single, logical qubit 
and additional qubits will be needed to monitor the behavior of the ones holding the 
data and make the necessary corrections.42 Multiple runs of the same problem are 
required to correlate the output and decide on the correct solution, each run will also 
generate heat, potentially causing more thermal errors. 

mDecoherence – Decoherence is the process in which the environment interacts with 
qubits, often causing uncontrollable changes to their quantum states and information 
to be lost.43 Since qubits interact with the environment, they are affected by it.  Chang-
ing magnetic and electric fields, radiation, other qubits, seismic activity, and physical 
movement can all cause decoherence. 

mNot Generally Available - At this time, there are few quantum computers. Lack of 
supply of these units makes them harder to employ and limits access to the resource.  
The development of capabilities that can link multiple quantum computers together 
may help alleviate the shortage of materials needed to make a general purpose quan-
tum computer.

mLack of Trained Users - As with newer technologies, the number of trained users is 
limited. Few experts exist to design, develop, and operate the machines. The lack of 
specialists in this area means the cost of training and employing such trained person-
nel is high.

mStandardization - Quantum computers are early in their development timeline. Many 
solutions for the problems and implementation are being tried. There is little standard-
ization for the designs or methodology, contributing to the confusion in the selection 
and implementation of quantum computers.

Quantum computing adds a new dimension to computing. It can speed up programming 
and provide new insight into information and data problems. However, it does not change 
information theory44 and communications theory45 but rather does things in a new way. It 
will provide a great deal of innovation in those fields as the technology matures. While there 
seems to be tension between classical and quantum computers, the two are complementary in 
functionality. An easy way to think of the differences between classical and quantum comput-
ers is that classical computers excel at discrete math (such as algebra and trigonometry) while 
quantum computers do a much better job of continuous mathematics (such as calculus-based 
problems). Many experts feel that the future of computing holds hybrid computing systems.46 
Both classical and quantum computers will exist in the same machine with a preprocessor 
that selects which unit is best suited to solve the problem presented to the computer. However, 
this solution is probably not practical in the short term due to the problems with supercooling 
and the need for a unified programming language solution.  
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THE IMPACTS OF QUANTUM COMPUTING ON DATA
The infrastructure of information and information processing in the U.S. is primarily that 

of classical computing. There are over 1 trillion (1012) classical computing devices in use as 
of 2023 and more than 2 billion (2 x 109) personal computers.47 In contrast, as of early 2023, 
there were less than 120 quantum computers in operation worldwide.48 Part of the reason for 
the number disparity is that quantum computers are continuing to evolve. However, quantum 
sensors are already in widespread use and their use is expected to increase significantly as 
new ecosystems for data collection are formed from observing what used to be unobservable 
and training new AI models.49 The numbers suggest QIS will have a significant impact on 
data and data analytics for our Army.  Below we will discuss two areas that will have the 
most significant impacts to the Army: quantum sensing and quantum computing, the latter 
of which includes post quantum encryption.

Quantum Sensing Technologies

Quantum sensing applications are the most mature of the QIS technologies being developed 
for use in the DoD.50 Quantum sensing technologies use trapped ions, solid-state spins, super-
conducting circuits, and quantum dots51 to provide sensing capabilities across several physi-
cal environments including magnetic and electric fields, the forces of acceleration, pressure, 
gravity, and time.52 The combinations of these sensing capabilities enable quantum sensors 
to collect data and conduct analysis that will enable us to see the previously unobservable, 
including undersea, underground, and in space.   

While sonar is widely used for the detection of objects in deep water, in shallower depths 
sonar can become affected by echoes off of the seabed or shoreline.53 Magnetic detection can 
discriminate magnetic objects from non-magnetic objects. Arrays of quantum sensors called 
atomic magnetometers have successfully detected 100% of single and multiple targets in both 
saline water and air, and precisely located over 93% of the objects, to include tracking of mov-
ing targets.54 In the vast expanses of the Pacific Ocean, the application of quantum sensors to 
detect vessels deliberately evading satellite imagery and sonar would enable the U.S. and our 
allies to detect Chinese movements toward disputed waters and territories or the deployment 
of autonomous vessels, underwater drones, unmanned underwater vehicles,55 or mines. 

Rydberg atom electric field sensors can be used for ultra-wideband spectrum sensing and 
communications and high-accuracy near-field sensing.56 Rydberg electrometry uses atoms 
to observe electric fields and is considered a path to accessing large operational bandwidths 
with one device without an array of antennas57 paving the way for small form factor radios 
with autonomous hopping between multiple bands and expanding use of the electromag-
netic spectrum to include frequencies higher than the 100 GHz achieved by conventional 
electronics.58 
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Inertial navigation systems leverage quantum sensors to measure rates of acceleration and 
rotation of moving objects, such as a missile, airplane, or ship, to determine its position and 
orientation. They are widely used for navigation in GPS-denied environments and the more 
advanced systems use sophisticated algorithms and data fusion techniques to filter out the 
effects of jamming and improve resiliency.59 Russia’s Iskander short range ballistic missile, 
responsible for numerous deadly attacks on Ukraine in 2023 and 2024, owes its unprecedent-
ed accuracy to its inertial navigation system.60 

Quantum sensors for timing include both microwave and optical atomic clocks for use in 
GPS-denied timing, secure communications, and sensing requiring synchronized distributed 
sensor nodes such as radar and reflectometry.61 Quantum based atomic clocks do not rely on 
satellite connectivity to operate, mitigating the risk posed by electronic jamming or GPS sig-
nal spoofing. Microwave atomic clocks have applications in communications networks, GPS, 
and long baseline interferometry,62 used in measuring microscopic displacements and surface 
irregularities.  Optical atomic clocks are used in GPS-denied navigation, distributed sensing 
(e.g. synthetic aperture radar), international time-keeping, and geodesy.63

 These four quantum sensing applications, magnetic fields, electric fields, force, and time 
come with exponential data storage demands and algorithms. Increased applications with in-
telligence, surveillance and reconnaissance (ISR) and precision, navigation and timing (PNT) 
will enable navigation in GPS-denied environments and enable us to see in maritime and un-
derground environments.64 Both our allies and our adversaries will use quantum sensors to 
collect data on all the places military forces used to hide, whether that be camouflage to blend 
in with the environment, a safe house for special forces missions, the tunnels under Gaza, 
or in the expanses of the ocean. There will be an increased need for data storage, but more 
importantly, we will need people who are capable of leveraging this technology, developing 
the algorithms to make sense of it, and designing a new way to fight in an environment where 
we can no longer hide. 

Quantum Communications

Quantum communications will have a significant impact on data security through quan-
tum key distribution.  It also includes the ability to network quantum computers and sensors 
together. In this section we will discuss one of the largest threats quantum computing poses 
to our national defense: the ability to render current industry PKE standard encryptions use-
less. Currently, two types of encryptions are considered extremely strong:

1. 	Advanced Encryption Standard (AES), especially when wrapped in randomizing modes 
such as Cipher Block Chaining (CBC). AES is a block product cipher in which the plain 
text is encrypted 14 times with randomized input data.65 This is meant to mix up the 
ciphers so no one can follow the changing data during encryption. 
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2. 	Asymmetric key public key encryption (PKE) algorithms require two keys. The idea is 
that if one key is hard to break then two keys are much harder and as a result data is 
safer. However, one of the keys is publicly revealed, so the use of the additional key is 
inconsequential. 

This leads to the application of Shor’s algorithm in using quantum computers to break PKE 
ciphers.  

Shor’s algorithm66 demonstrates that algorithms such as the Rivest–Shamir–Adleman 
(RSA) cipher67 and Diffie-Helman68 “secure” key exchange can be broken easily. Each of these 
algorithms is based on “hard”69 ciphers built on the discrete logarithm, prime and semi-prime 
factorization, or Euler’s totient function. These problems have not been broken by a classical 
computer. It is believed Shor’s quantum algorithm will allow large-scale quantum computers 
to break these asymmetric key algorithms rendering internet traffic unsecure.70  

Grover’s algorithm,71 a quantum algorithm for unstructured search, shows that it is possi-
ble to reduce the effectiveness of one key ciphers, like AES-256, by reducing the time to brute 
force symmetric algorithms by an average time and effort of a factor of 2, meaning a 256-bit 
key would take roughly 2128 iterations to crack. Further research showing attack methods on 
AES-256 with bolted on randomization functions72 show this too is able to be cracked. AES 
has been shown, through isomorphic cipher reduction,73 to reduce to a block substitution (S) 
cipher. Isomorphic cipher reduction allows mapping from one cipher to another. Even when 
protected by the CBC mode, a side-channel attack on parts of the hardware or surrounding 
software can return the original text and bypass AES.74 Even without these outside attacks, 
analysis of AES in the quantum environment has resulted in an estimate that even AES-128 
cannot be defeated in approximately 100 trillion years using a classical computer.75 Smaller 
numbers of possible keys (known as “key spaces") than available for AES can be defeated in 
a matter of seconds or minutes. AES can be a component of the cryptographic solution but is 
not the sole answer to encryption in the post quantum environment (PQE). Symmetric key 
algorithms can be used in the PQE successfully and should be considered if the principles of 
Information Theory are properly followed.

Quantum computers will be able to break PKE-protected messages and our adversaries 
are preparing for that time. Both China and Russia are now implementing the Harvest Now 
Decrypt Later (HNDL) Attack,76 where they collect and store encrypted data that cannot yet 
be decrypted and store them for a later time when quantum machines are capable of that 
decryption. The harvesters know that most data will not be valuable or helpful, but they hope 
that an occasional message will contain vital and important data that they can use. 

Much of the information used in daily life is time sensitive, meaning it often loses value 
over time. While some users believe their data should be kept secret forever,77 the goal of 
cryptography is to obscure information from an adversary until that information no longer 
holds value if revealed. For example, intelligence about upcoming an attack has great value, 
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however, once the attack begins that information loses value. It becomes part of the lessons 
learned and is often shared with the cyber security community. The longer the data remains 
encrypted and hidden, the more likely the value of that data will decrease to the point that it 
becomes useless. 

In 2022, NIST and NSA named four algorithms they consider “quantum resistant” meaning 
they can run on computers today and are believed to be resistant to attacks from both classical 
and quantum computers: Crystals-Kyber, Crystals-Dilithium, Falcon and SPHINCS+.78 Unfor-
tunately, all four selections have now been proven vulnerable and cannot be considered safe. 
Researchers from North Carolina State University were the first to present vulnerabilities 
in the Falcon algorithm.79 The SPINCS+ algorithm was shown to be vulnerable to a forgery 
attack in September of 2022.80 Researchers in Stockholm used recursive trained artificial 
intelligence combined with a side-channel attack to crack the CRYSTALS-Kyber algorithm in 
February of 2023.81 In April 2024, the Dilithium based algorithms was also cracked using a 
side-channel attack.82 

In May 2024, a quantum-resistant algorithm using polymorphic encryption that incorpo-
rates sharding was presented at the IEEE Artificial Intelligence IoTConfernce.83 In this en-
cryption method, messages are broken into shards and each shard must be independently 
broken.  Revealing one shard does not provide clues for other shards, effectively breaking the 
relationship between different portions of the message. Polymorphic ciphers change the com-
bination of ciphers and keys used independently from each other, in frequent, but irregular 
intervals. Changes to the cipher/key pairs are made often so the data needed for decryption 
cannot accumulate. 

Recent advances in using these algorithms show promise, but have not yet been sufficient-
ly studied to allow for full acceptance. In May 2024, Anne Neuberger announced that NIST 
expects to release four new post quantum algorithms as early as July.84 It will take the collec-
tive efforts of academia and the government to develop the algorithms needed to protect our 
nation’s data in the post quantum world.  

CONCLUSION
Operationally deploying quantum capabilities in the future will provide positions of ad-

vantage in seeing formerly unseen areas of our environment undersea, underground, behind 
walls, and under camouflage. Enabled by quantum sensors, both our allies and adversaries 
will collect intelligence at rates exponentially higher than seen today. Data harvesting of 
military, industry, economic, and personal data will also increase, even for encrypted data, 
as quantum computing will be able to decrypt today’s most secure algorithms. Any data that 
may provide a position of advantage will be targeted.

Research in developing hybrid architectures such as the limited resources for quantum 
computing will likely cause independent research efforts to team together, creating powerful 
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architectures for general purpose quantum computers. The processing speed of these quan-
tum computers will enable simulations of large-scale military deployments to train our forces 
and train with our allies. This training should include the development of new techniques, 
tactics, and procedures that take into account the quantum sensors that will see their every 
move and the AI-enabled algorithms that will try to get inside the decision cycle of our com-
manders. Quantum technologies will cause the way we conduct war to evolve and adapt.

Commanders will have to not just leverage our quantum capabilities to attack, but more 
than ever develop defensive practices to counter adversary capabilities. Deception techniques 
will need to be developed to frustrate sensors that can see through smoke, weather, physical 
obstructions, and vegetation. Breaking up the visual outline of equipment is not enough. The 
magnetic/gravitational outline will also have to be obscured. Therefore, alternate means of 
camouflage must be developed and TTPs developed for employing both at home station and 
while deployed. 

As we develop our quantum capabilities, an equal effort needs to be applied to countering 
these capabilities. Once a new capability is used in the open, our adversaries and industry 
rapidly copy it and leverage it for their use or commercial gain. But the near-term advantage 
will go to the nation state which fully embraces the development and application of quantum 
technologies, this is why our leaders must start to understand quantum technology and start 
thinking about how to apply it in the future operational environment.

Leaders will have to not just maneuver troops on the battlefield. Our Soldiers and their fam-
ilies are in a battle for their data every day. The harvesting of personal data for future use and 
for cognitive warfare is real and will grow with the advent of quantum capabilities, as will 
the targeting of critical infrastructure around our military bases. Attention should be placed 
on protecting our people from these threats.  

Quantum sensors will not just be used for detecting military equipment and units, quan-
tum sensors will enable the ability to target and track individuals via their heartbeat through 
a crowd.  Detecting and identifying individual signatures allows for the finding, fixing, iso-
lating, and targeting of specific soldiers, equipment, and high value targets, for both sides. It 
will be a commander’s responsibility to balance the ability to exploit the data and intelligence 
gained by quantum sensors and computing while, simultaneously defending friendly assets 
from collection and exploitation by our adversaries.  

Quantum sensors, computing, and communications will provide advantages for precision 
fires in the near term, but it will also make our adversaries more lethal as seen in the Russian 
use of the Iskander missile in Ukraine. Attention should be also given to the electromagnetic 
spectrum. As quantum communications enable the ability to leverage more of the EMS for 
our secure communications via Rydberg electrometry and QKD, quantum will also enable 
the detection of faint changes in the EMS to pinpoint radios and the people using them for 
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communications. The EMS will become a battlespace that must be fully integrated into plans 
and operations across the continuum of military operations.

The technology race to harness the power of the qubits and qudits will not just revolutionize 
the battlefield, it will also render the PKE encryption that protects communications over the 
internet useless. This will affect everything that enables our economy and critical infrastruc-
ture to operate. Our leaders should both support and monitor the efforts of NIST and the NSA 
to develop secure quantum algorithms. While we recommend looking at polymorphic algo-
rithms combined with a shard-based approach as a solution for quantum-proof encryption, 
there is much work to be done in this area. 

Advances such as the Penning Trap, MIT’s Fluxonium qubits connected by transmon, MIT 
and MITRE’s efforts to create a “quantum-system-on-a-chip,” and the development of the pho-
tonic quantum chip and light-absorbing metal-ion qubit are all steps toward overcoming the 
issues of scaling, coherence, and heat and show that a room temperature general purpose 
quantum computer will be developed in the next decade. The Army needs leaders who facil-
itate and support these research efforts and are prepared to leverage new capabilities in the 
future.  
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ABSTRACT 

This article presents a new framework for thinking about data and the risks posed to 
national security. Taking issue with the prevailing analogy of “data as oil,” this article 
argues that viewing data as ammunition provides a clearer understanding of the real 
threats and a familiar path toward risk mitigation in the information space. The “data 
as ammunition” analogy carries a better intuitive depiction of the risk and why, in the 
days of increasing storage which keeps data easily accessible seemingly forever, cat-
egorizing data through the lens of ordnance classifications can help clarify the risks 
to force and national security. We close this article with recommendations to adapt 
current privacy, security, and commercial policies to mitigate the new risks to force 
and personnel on and off the battlefield. 
Keywords: Data, Analytics, Publicly Available Information, Micro-Targeting, Information Domain

INTRODUCTION: EXPLAINING INFORMATION WARFARE IN WARFARE TERMS 

This article expands on the definition of data and data information in the Army’s 
newest doctrine ADP 3-13 and advances a new framework for thinking about data 
and the risk posed to national security. We lay out how and why thinking about 
how the definitions in ADP 3-13 are a vast improvement in the Army’s doctrinal 

understanding of data but that defining the interpretation data as “receiver centric” does 
not go far enough in setting up frameworks for understanding the impact of varying in-
terpretations of data. If we categorize data as ammunition, we move it from the academic 
or doctrinal realm of “meaning of information” and into a more military focused national  
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defense arena – after all, ammunition literally has im-
pact and we argue, so does data. By thinking about 
data as ammunition, we argue we start to think of 
the impact of the data on people and society. This new 
framework is necessary to combat the buzzwordifica-
tion of data, which prevents deeper understanding and 
application of the concept and uses an analogy familiar 
to most military personnel to describe data. The Army 
does not need leaders who ask for “big data” – they 
need to understand what problem they are asking data 
to solve. Ammunition, we argue, is a better framework 
for understanding what data can do and this shift is 
necessary to help the Army better understand this 
major shift in the character of war. Treating data as 
ammunition reduces the tendency of leaders to store 
data for data’s sake and instead recognizes the poten-
tial impacts on individuals and the force.   

BACKGROUND: HOW WAR AND PERSONAL 
DEVICES CHANGED WEAPONS

When one of the first Americans serving in Iraq died 
in an explosion on May 26, 2003 – only six weeks after 
the initial U.S. invasion had “ended” – the U.S. military 
had no words to describe the type of ordnance that ex-
ploded under his vehicle and killed him.1 The device 
that killed Private First-Class Jeremiah Smith came to 
be known as an improvised explosive device (IED) and 
was not a new concept in warfare. The French Resis-
tance, for example, used IEDs extensively to derail the 
German supply lines during World War II, and with 
the massive amount of discarded and leftover ordnance 
lying around Iraq and the number of unemployed for-
mer soldiers who knew how to use it, Iraq became a 
war of IEDs. 

What the U.S. military learned early on was that 
commercial, off-the-shelf technology could easily be re-
purposed to make the already deadly IEDs even more 
precise and more lethal. Iraqi insurgents and technol-
ogy evolved together, and IEDs and the mechanisms 

Lieutenant Colonel Jessica Dawson is a Unit-
ed States Military Academy professor in the 
Army Cyber Institute and is the Digital Force 
Protection Research Team Division Chief. She 
has written numerous articles about the risks 
of commercial data collection and has advised 
senior leaders across the federal government 
on these risks. She holds a Ph.D. in sociology 
from Duke University. 



JESSICA DAWSON | KATIE MATTHEW

SUMMER 2024 | 95

and methods used to detonate them, grew more sophis-
ticated. Over time, IEDs shifted from needing a vehicle 
or victim to detonate to having wired or remote deto-
nation capabilities – often done by cell phone. Sudden-
ly, once mundane activities – using a cell phone – be-
came threatening, and allied troops had to determine 
if the civilian seen holding a cell phone was either a 
lethal threat to the force or someone simply using their 
phone for its intended purpose – a notion that seemed 
absurd before cell phones became detonators. 

In many ways, the cell phones that millions carry 
with them continue to have dual potential: a loaded 
weapon and a useful device to store data. The data 
that each of us has to hand to aid in our daily lives 
also opens a vulnerability to the force as a new form 
of ammunition on and off the modern battlefield.2 Just 
as IEDs were adapted to be able to target different size 
formations, data can be used to do wide area targeting 
or precision microtargeting,3 but the end state is the 
same: soldiers are removed from the fight. We argue 
that thinking about data as ammunition helps leaders 
to better understand and comprehend the impact on 
the force, viewing it as a tool in a broader arsenal.4 

A BAD ANALOGY: THE LIMITATIONS OF DATA 
AS OIL 

There are many analogies about data in modern 
society, but none is as pervasive as “data is the new 
oil.”5 Originally coined in The Economist in 2017, the 
analogy describes data as something that can be trad-
ed, bartered, owned, or stolen—as something whose 
value underwrites the entire digital economy. The 
data as oil analogy conceals many of the risks from 
the new data economy. ADP 3-13 defines data as “any 
signal or observation from the environment”6 but the 
broader societal discussion of data is more informa-
tive for defining the problem we are addressing. The 
“data as oil” analogy also works to prevent and limit 
regulation, as viewing something as a commercial 
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commodity makes it more difficult to quantify as dangerous and yet, considerations of risk 
associated with data are not new.7 Viewing data as a commodity also falsely leads to the idea 
that that more data is better; in reality, more data is simply more. This analogy also creates 
difficulties for privacy advocates who struggle to demonstrate how data can be weaponized 
against individuals8 when their arguments are outweighed by the commercial interest of 
those that depend on data for financial interests, which in turn influence the national con-
versation around the risks from data. Army leaders are not immune to absorbing these ideas 
and this makes it more difficult for them to conceptualize data as something that can be used 
against them or the force. It is difficult for everyday people to understand how something 
they do on their phone can be turned into data that can be used against them. This is also 
where one of several major myths about data and privacy from the commercial surveillance 
economy come into play: if you have nothing to hide, what are you worried about? 

Ammunition, like data, can be used for good things like providing food or protection. Am-
munition can also be destructive, just as the cell phone in Iraq could be a completely harm-
less device or a detonator for a mass casualty event. All military equipment and ammunition 
are classified according to a federal supply classification (FSC).9 Most ammunition, apart from 
nuclear associated ammunition, is classified as FSC Group 13 and it is categorized according 
to the size of the projectile and stored according to its potential risks. We argue that moving 
data from the generic conception of information to categorizing it in terms of its effects would 
significantly move the discussion on how to protect it more effectively both from a DoD per-
spective and a broader national security perspective. 

From a practitioner perspective, the “data as ammunition” analogy carries a better intuitive 
depiction of the risk from varying interpretations of data, particularly for those who are less 
steeped in data expertise. In the days of increasing storage which keeps data easily accessible 
seemingly forever (though this is currently in doubt),10 new ways of thinking about data are 
necessary. For example, thinking of data as a minefield subject to algorithmic overwatch helps 
better define the risks, not only to individuals but to the force and national security writ large. 
Categorizing data through the lens of ordnance classifications (i.e. different types of ammuni-
tion) can help clarify and quantify the risks to force and national security, both for staff and 
commanders as well as other decision makers such as contracting officers. If the use of data 
comes from the interpretation of it, then decision-makers must be aware of how different inter-
pretations of the data can be used to attack red or attack blue – just like ammunition. 

A BETTER (NOT ABSOLUTE) ANALOGY: DATA AS AMMUNITION
Why do we argue that we should use an analogy of data as ammunition? Analogies can be 

useful in thinking about complicated topics and, there are not many more confusing topics 
– for a variety of reasons – than data. In the rush to obtain more data, industry leaders have 
focused on the potential opportunities and paid less attention to the risks. Treating data as 
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ammunition through its dual potential better prepares military leaders and lawmakers on how 
to safeguard, manage, and appropriately utilize data. 

Storage of ammunition is based on the caliber and potential damage. Where data is similar is 
that very innocuous data can be combined and enriched to create much more powerful impacts 
on individuals or at scale. We currently segregate many things based on the risk they create 
when they are combined. We store bleach and ammonia separately. We segregate knowledge 
to those who have a need to know. Data should be no different – leaders need to know what 
data they need to answer particular questions. Simply demanding more data is like demanding 
more ammunition without considering what you are trying to use said ammunition for. 

FROM DATA BUZZ WORDS TO DATA LITERACY
Data, like ammunition, is meaningless without the proper tools and interpretations. An-

alytics or interpretations of the data are necessary to get any use out of data. Information 
warfare and information advantage imply putting data into use as tools. It is relatively easy 
to understand how fuel and ammunition impact war – you can see the fuel gauge on your ve-
hicle ticking down as you run out of gas, and you can calculate ammunition burn rates. You 
can see the cell phone battery drain but we lack the fundamental understanding or tracking 
of how much data is moving through the signals of our interconnectedness devices. Without 
gauges and a fundamental understanding of how much data is pushed (and pulled) from our 
devices, it is easy to forget or ignore the potential dangers of the free movement of data. We 
talk about storing data on the cloud – something fluffy and far away instead of calling it what 
it is: other people’s computers. Putting data on someone else’s computer implies a lot more 
risk than a cloud. 

We tell commanders they must understand the operational environment but how do you 
train leaders to understand the types of data that are available on your unit when you don’t 
know what questions to ask? This lack of understanding is not willful ignorance but rather 
a lack of literacy on both what data is, how it is generated from everyday activities such as 
buying medication or getting directions, and how we actually utilize data in daily and military 
life. It is less clear how quickly different types of data be used or exploited on the modern bat-
tlefield or arguably more importantly, prior to open conflict because its interpretation is viewed 
as available to the purveyors of the dark arts who can understand it and hopefully explain the 
impact of it. The data as ammunition analogy (re)educates leaders to examine data by potential 
risk and puts data management in the more familiar territory of risk management. 

Physical geography influences our understanding of our equipment limitations and resup-
ply capabilities and the mapping of both threat and advantage in the physical space is clearly 
understood. Situation reports and concepts of the operation both list strengths in supply and 
personnel and risk levels for the mission. Less clear is how to categorize and understand 
how different types of data influence conflict and competition. Large-scale discussions over 
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resource control around oil-rich areas are easier to visualize and understand than datasets 
residing on a server somewhere. It is precisely because of the unknown and unclassified 
vulnerabilities in the vast amounts of available data that a new framework is needed for 
conceptualizing the risk that data poses to manage that risk.

Rethinking and remapping the digital space as lines of supply/communication on the battle-
field brings an awareness that there is a risk to the force if they are not secured in the same 
way we secure our physical lines of communication. Digital lines of communication are more 
porous and vulnerable, made further so by the easily accessible data carried on our person-
al devices. We go to great lengths to ensure ammunition is not easily accessible; how much 
riskier is it to ignore the easy access of personal data about our personnel? It is difficult to un-
derstand the vulnerability that the commercial and unregulated purchase of data poses when 
we think of it only as individual bits, but as any soldier who’s had to police the wood line for a 
round of ammunition will tell you, the potential threat that one unaccounted for round poses is 
real. Those individual rounds of data do not pose threats in and of themselves, but the potential 
weaponization through analytics ought to grant us pause in the same way we would comb the 
wood line for a round of ammunition. 

UXO: UNEXPLODED ORDNANCE OR THE UNKNOWN POTENTIAL OF DATA
As shown in Figure 1, ammunition is 

typically classified by explosive type or 
family and moves from small arms for 
weapons such as an M4/AR15, through 
larger caliber weapons such as 125mm 
rounds to grenades, rockets through 
land mines, and larger explosives.11 
Important to this analogy, the different 
types of ammunition are typically used 
for different targets. Small arms rounds 
are used for smaller objects such as in-
dividual enemy soldiers whereas land 
mines, for example, are area obstacles 
meant to funnel personnel toward spe-
cific locations. Ammunition is further 
stored by hazard category and even 
smaller, less damaging rounds are seg-
regated from other more combustible 
munitions. Similarly basic data, on its 
own, is not dangerous but when com-
bined with analytics, can reveal powerful and potentially damaging insights.

Table 1. Table F-1, Appendix F (Department of the Army 2001a).

FSC Group 13 Classes

FSC Group 13 
(classes)

Ammunition and Explosive Type or Family

1305 Ammunition, through 30mm 

1310 Ammunition, over 30mm up to 75mm 

1315 Ammunition 75mm through 125mm 

1320 Ammunition, over 125mm

1330 Grenades

1340 Rockets and rocket ammunition

1345 Land mines
1365 Military chemical agents

1370 Pyrotechnics

1375 Demolition materials

1376 Bulk explosives

1377 Cartridge and propellant activated devices and components

1390 Fuzes and primers

1395 Miscellaneous ammunition

1398 Specialized ammunition handling and service equipment

1410/20/25/27   Guided missiles

Note: There are other FSC groups, but they are for Class V materiel outside the U.S. Army ammunition inventory.  
                    (Look in any current copy of the DOD ammunition listing, volumes 1 through 3, for more information.)
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Data functions in a similar way to ammunition in the way that ammunition, when combined 
with a weapons system, creates different levels of destruction. Data is not inherently danger-
ous in and of itself and can be used for many different types of activities, some of which are 
objectively good, like using data to train machine learning algorithms to try to identify earlier 
means of identifying cancer. But thinking about data as ammunition can help conceptualize 
the potential risk it poses by tying that data back to the real people it represents rather than 
in an abstract form.

Consider microtargeting, a key piece of the information warfare battlefield12 – which is 
the ability to develop a unique profile of an individual to ensure that advertisements are 
tailored to their specific interests.13 Advertisers used to say that only 50% of advertising 
worked – they just did not know which 50%. Not all microtargeting is bad; arguably it can 
be used to help people find the things they are already looking for. Marketers know, for 
example, that it takes up to seven engagements with an advertisement before someone is 
moved to make a purchase. Microtargeting allows tailored advertisements to probe mul-
tiple times to get those seven engagements, including how often the target simply paus-
es over the ad. Microtargeting promises advertisers efficiency and effectiveness because 
it gathers significant amounts of data to promise accuracy. Microtargeted advertising is 
what enabled Meta/Facebook to dominate advertising for the last decade – the ability to 
push ads to people who may be interested in your product based on data that Meta/Face-
book collected from users.14 

Like ammunition storage units that house potential devastation wrought by one round ig-
niting the others around it, a data storage unit contains the potential for devastating effects. 
Data in and of itself can be inert, but when massed (enriched) or honed for a specific purpose 
(analytics) it can wreak havoc and render targets ineffective by taking them out of the fight. 
There are hundreds of stories of data being used to target people at their most vulnerable. 
From gambling15 to divorce16 to addiction,17 data can identify patterns or pattern changes in 
life that indicate opportunities for attack and exploitation. Collated data across these lived 
patterns further connects individuals to others, with the result of not only a precision round 
designed for the individual but also a cluster of these rounds that can damage or destroy 
important social relationships.

The same data that allows an advertising algorithm to help a shoe company find people in 
the market for shoes also allows a con artist to find people particularly vulnerable to scams and 
fraud or worse.18 Amazon recently came under fire for its algorithm recommending a common 
food preservative along with other products that could be used for suicide.19 Sodium nitrate is 
also widely used in food preservation– but the algorithm was not trained on data that enabled 
it to distinguish between someone looking for it for a legitimate purpose compared to one in-
tended for self-harm. Just as we do not store dangerous products in the vicinity of each other, 
nor should we accept storing dangerous data in the same proverbial closet. 
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MODERN MINEFIELDS
If we accept the analogy that data is ammunition, then the analogy for the surveillance 

economy – everything from apps to internet usage to location data - is a minefield. A minefield 
can both injure unwitting individuals who step into it and funnel people and forces to places 
advantageous to the opposing force when known. In marketing, funnels are used to scan for 
people who might be interested in a product and use a series of gates to draw them further 
into the sales funnel until they complete a purchase. Think of companies that use sale items 
to get people into the store. Once they are in the store, the stores are designed in specific 
ways to increase the likelihood of additional purchases.20 Minefields in real life function in a 
similar way, funneling people towards or away from an objective. In marketing, data provides 
the targeting information used to identify potential targets. In physical minefields, mines can 
be indiscriminate—injuring or killing anyone who happens by—or they can wait until just the 
right time to detonate on a specific target as happened in the Grozny Stadium bombing in 
2004 where a bomb was built into the stadium during construction.21 Data can be gathered 
and analyzed using machine learning to determine the greatest vulnerabilities and, similar 
to a minefield, they can be used to broadly target, or they can be set to target a specific indi-
vidual at a specific time. 

Having a single tweet or video go viral can be similar to the effect of stepping on a mine – 
and not only a virtual mine but one with real-life consequences.22 Even more data is collected 
and aggregated on seemingly harmless and innocuous everyday life making it difficult to 
see the potential dangers. But if Target knows that someone is buying newborn diapers, then 
that data, collated with other data such as proximity to a military base can now inform an 
adversarial party that there is a high likelihood of an infant in a servicemember’s home.23 The 
physical boundaries of a kinetic fight are no longer the only battlefield concerns in the infor-
mation fight but now cross war-time boundaries as well. Children of politicians have become 
national news stories overnight because of their social media posts or because the content of 
their private data lives has been exposed to the world. Targeting someone’s family to influence 
their actions is not a new tactic – the ease with which the surveillance economy enables this 
targeting now is what’s changed.24

DEEPLY BURIED DATA IEDS
One problem with the data as ammunition analogy is that unlike physical ammunition, 

which is degraded over time by the elements and the bounds of physics, data does not always 
suffer the same limitations. Data, in all its forms, is collected and stored at an increasing 
rate, and through the advances in algorithms and artificial intelligence, collated on a scale 
unimaginable even twenty years ago.25 While much of that data gathering can be used for 
individual and collective good—reducing shopping times and finding causes of health con-
cerns—it can also have devastating effects. Photographs are records and digital copies of pho-
tographs can spread around the world in an instant for essentially zero cost and be collected 
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and stored by companies building facial recognition algorithms with no legal recourse for the 
person associated with said face.26 Data as ammunition can be loaded into the weapon at the 
time and place of an adversary’s choosing – meaning something you may have long forgotten 
about may suddenly be brought to the forefront, efficiently (re)using ammunition specifically 
tailored for you.27 Another limitation of the data as ammunition analogy is that most of the 
data that would need to be categorized along these lines is not owned or controlled by the gov-
ernment – it is collected and stored by commercial entities.28 However, there is a tendency to 
ignore or downplay the risks from ubiquitous technical surveillance. Dismissing the problem 
because “they already have everything” is like dismissing the bleeding wound. We don’t dis-
miss risk to force or risks to mission in any other context. This, however, makes the analogy 
more important – we cannot ignore the risks commercial data and analytics pose to the force 
simply because we dismiss it as marketing data or something else harmless. Thinking about 
all data collection – commercial or otherwise - as potentially adversarial would go a long way 
to expanding how people think about data and risks to the force. 

Data, like ammunition, is generally not as useful on its own as when combined with analyt-
ics. To go back to the ADP 3-13, data is interpreted by the receiver. In this case, we argue that 
the meaning of data is created not only through its collection but also through analytics, or for 
what it can be used. Data is inherently biased beginning with the decision to collect what by 
whom and when. The meaning it takes on is created the moment it is transcribed or captured 
and further modified depending on what it is used for.29 If data is the ammunition, who has 
access to the data and what analytics they can run are the weapon system. There has been 
reporting for more than a decade about the outrage generated when the public becomes aware 
of someone having access to data they were not supposed to. The scale and scope of the data 
should be measured by its potential and access to it should be controlled just like we control 
access to ammunition. In much the same way, we have procedures when there has been a 
breach of ammunition storage or when ammunition is improperly accounted for, but we do 
not have procedures for notification when commercial data is legally shared/transferred.30 

We tend to pay attention to people who have large legitimate stockpiles of ammunition, yet we 
don’t blink at companies stockpiling data.

Likewise, we ignore the fine print in the terms and conditions of apps we use for personal 
activities and then feel exposed when we find out that the same data is available to a third 
party for a price. The U.S. government is precluded from peering into citizen’s lives without 
probable cause and yet commercial entities can collect, aggregate, sell, and transfer deeply 
personal data without considering the consequences to individuals.31 Why wouldn’t America’s 
adversaries be acquiring this data for use with their analytics? 

DIGITAL IEDS REQUIRE NEW KINDS OF FORCE PROTECTION
In Army doctrine, defense sets conditions for the offense. Currently, there is limited to no 

defense for servicemembers and other members of the total force from commercial data  



102 | THE CYBER DEFENSE REVIEW

DATA AS AMMUNITION – A NEW FRAMEWORK FOR INFORMATION WARFARE

collection. Around the world, data and analytics are being used to speed up targeting while 
not necessarily ensuring accuracy.32 People have lost jobs, divorced, been doxed, and harassed 
because a piece of data hit at exactly the right moment for malicious actors to take advantage 
of the algorithms deciding a story was worth amplifying.33 If these things are happening to 
civilians, why would we think that our nation's adversaries are not considering how to deploy 
these same tools during periods of heightened competition or conflict? Why wouldn’t an ad-
versary leverage the ability to rapidly employ data through analytics to target people in their 
homes? This capability has already been deployed against the Uighur population and people 
who have been critical of China abroad.34 It is now possible to leverage rapid analytics to iden-
tify people’s homes, families, and routines to target them individually at scale to reduce the 
ability of the military to muster forces.35 This is the equivalent technological advancement of 
the machine gun in World War I, by increasing the ability to put rounds downrange. Leverag-
ing digital ammunition in non-conflict spaces could be dramatically more effective in impact-
ing readiness levels than waiting until forces are massed on a battlefield.36 These “wounds” 
could render the targets just as combat ineffective as the loss of soldiers and equipment. 

Using this theory, we argue that we do not have to start from scratch for policy recom-
mendations. We argue that given the framework of data as ammunition, we can then start 
adapting existing privacy policies, compartmentalization procedures, and data use policies 
to clearly articulate who should have access to what data and for what purposes, including 
restricting access by commercial entities to collect on servicemembers where allowed by law. 
Current privacy policies should include requirements for commercial entities to notify indi-
viduals before the sale or sharing of their data with a third party, rather than a blanket state-
ment in the terms and conditions. Buying in bulk of certain items, such as fertilizer, triggers 
commercial and governmental algorithms. A farmer has a right to access and need for bulk 
fertilizer; a similar adaptation could exist for acquiring data in bulk: demonstrated need to 
know. This is part of the same language we use for access to classified information: cleared to 
know it and need to know. 

Understanding the impact of data is important for classifying that data. In April 2024, the 
White House expanded on Executive Order 13873 of May 15, 2019, and limited the sale of bulk 
personal data to countries of concern. This executive order defined sensitive data as “covered 
personal identifiers, geolocation, and related sensor data, biometric identifiers, human’omic 
data (meaning data that characterizes various elements of individual human biology), per-
sonal health data, personal financial data, or any combination thereof, as further defined in 
regulations issued by the Attorney General"37 which is to be restricted from sale to certain 
countries of concern. While there is still more to be done, it is significant that the executive 
branch is recognizing that some of the data readily available to us companies may pose a 
serious risk to the U.S. in the wrong hands.38 For decades, service members used their Social 
Security Number for nearly every aspect of their daily military lives – which also linked them 
to many aspects of their civilian lives such as credit reporting, medical information, and cell 
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phone numbers.39 Understanding the legitimate risks of having one government identifica-
tion number available to so many agencies caused the DOD to create a DOD ID number.40 

Using information to identify a person for more than one purpose is convenient, but it is also 
dangerous and opens us up to individual, or organizational, attacks. This is also why, though 
frustrating at times, creating unique passwords for different accounts does provide a level 
of protection and limit access should a breach of one account database occur. By thinking of 
data as ammunition, we argue that we can require both universal safety for bulk storage and 
practical safety for individual storage as risk mitigation. 

Information warfare is a new form of contact and data is the technological advancement of 
this changing character of modern war—it can be purchased commercially off-the-shelf, weap-
onized, stored long-term, and reused in new combinations to exploit vulnerabilities both long 
before forces ever begin to mobilize and on the battlefield. It is efficient and can be highly ef-
fective because of the low cost, durability, and real-time customization it provides combatants. 
Unlike the machines of war that are the domain of state actors, data and associated analytics 
are available widely and have a low barrier to entry – everyday activity can inadvertently pro-
vide ammunition to adversarial actors, from pop up social media games to posting pictures of 
family members on significant dates. Further, even if people want to protect their data, there 
are limited opportunities for service members or anyone without means to hire an army of 
attorneys to meaningfully opt out of the surveillance economy minefield.41 Data is already 
ammunition purchased in broad daylight and on the black market—by friend and foe alike. 

Data is the next evolution in munitions.42 Just as we develop Army leaders to understand 
how to employ specific weapons platforms and mass fires for effects, we need to start develop-
ing leaders who understand how data and analytics can be leveraged both for force protection 
as well as offensive actions. It is foolhardy to continue to talk about being data-centric without 
developing leaders who understand the risks data and analytics pose to the force. It can and 
is being weaponized against our forces. Our would-be adversaries are already in the market 
and the Army would be foolish to ignore the ways that data they cannot control can become 
powerful weapons systems to use against their own forces.   

DISCLAIMER
The views expressed in this work are those of the authors and do not reflect the official pol-
icy or position of the United States Military Academy, the Department of the Army, or the 
Department of Defense.
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ABSTRACT 

This article explores the potential of large language models (LLMs) to transform data-
set creation and analysis in cybersecurity. The proposed method leverages LLMs to 
overcome the labeled data bottleneck by generating high-quality, task-specific data-
sets for AI model tuning. Existing network intrusion analysis datasets are synthe-
sized with domain knowledge extracted from cybersecurity literature to create a new 
dataset tailored for supervised training of zero-day exploit detection systems. LLMs 
interpret the semantic content of relevant literature to identify crucial characteristics 
and values of zero-day exploit signatures in network traffic. The resulting synthe-
sized dataset is primarily based on 'organic' data collected by genuine sensors, with 
key feature characteristics intelligently interpolated by LLMs. This approach enables 
the creation of suitable training data for high-performance ML models. This article 
demonstrates the effectiveness of this method by utilizing advanced AI techniques 
to generate a dataset for zero-day exploit detection, illustrating the potential for ac-
celerated progress in specialized AI for cybersecurity. The proposed solution offers a 
promising approach to address the challenge of labeled data scarcity in developing 
specialized AI for cybersecurity, facilitating more efficient and effective protection 
against emerging threats.

© 2024 Dr. Ravi Starzl

Overcoming the Labeled 
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INTRODUCTION

The advent of LLMs heralds a transformative 
era in dataset creation and analysis.1 By gen-
erating high-quality, task-specific labeled 
datasets, LLMs are setting the stage for un-

precedented advancements in data variance identifi-
cation and system analysis, enabling the development 
of specialized AI with superior performance and pre-
cision.2 This article explores the potential of LLMs to 
revolutionize large-scale dataset processing in cyber-
security,3 focusing on their ability to overcome labeled 
data bottlenecks and refine AI model tuning through 
tailored dataset generation.

The Role of Information in AI and ML for  
Cybersecurity

Information is the foundation of inference tasks in 
ML and AI. Extracting and processing meaningful 
patterns and insights from cybersecurity data enable 
AI systems to identify threats, predict attacks, and 
perform complex security analyses.4 However, access-
ing and leveraging information for cybersecurity AI 
present major challenges, such as the lack of labeled 
training data specific to cybersecurity tasks, which of-
ten hinder development of high-performing AI models.

Overcoming the Labeled Data Bottleneck in  
Cybersecurity

To overcome the labeled data bottleneck in cyberse-
curity, this work proposes an innovative way to lever-
age the power of LLMs. By utilizing existing datasets, 
even if not designed to address the specific task at 
hand, and leveraging the descriptions of systems and 
semantic relationships within the context of the objec-
tive task, LLMs can generate high-quality, task-spe-
cific labeled datasets. This approach harnesses the 
expressive power of current LLMs and other transform-
er-based learning systems to create new, synthesized 
datasets rooted in organic examples but synthetically 
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University (CMU) and the University of Colorado, 
was recently awarded the 2024 Award for Artifi-
cial Intelligence (AI) Excellence by the Business 
Intelligence Group. His current area of focus is 
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and Complex Systems Science to radio frequen-
cy (RF), operational technology (OT), and Cyber 
Operations for asymmetric advantage. Dr. Starzl 
earned his M.S. and Ph.D. in ML and AI from Car-
negie Mellon University
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fused together and interpolated to create suitable training data for high-performance ML 
models on objective tasks that have insufficient traditionally gathered training data.

Demonstrating the Method: Zero-Day Exploit Detection

To ground the proposed method for use by cybersecurity practitioners, this work demon-
strates how advanced AI techniques can overcome a data label bottleneck in developing 
an AI for zero-day exploit detection. By leveraging traditional intrusion detection datasets 
and LLM capabilities, the method creates a new dataset capable of detecting network traffic 
patterns that may be associated with zero-day exploits, showcasing the potential for rapid 
advancements in specialized AI for cybersecurity.5

The Future of Specialized AI in Cybersecurity

As the sophistication of contextual inference capabilities and the scale of data access and 
processing grows, we anticipate further rapid growth of methods like the one presented 
here. These advances will enable swift scaling of specialized AI in cybersecurity, revolution-
izing threat detection, attack prediction, and overall network security.

The proposed method, which leverages LLMs to synthesize task-specific labeled datasets, 
offers a promising solution to overcome labeled data bottlenecks in specializing AI for cy-
bersecurity. By demonstrating the method’s effectiveness in creating a dataset for zero-day 
exploit detection, this work highlights the potential for rapidly advancing AI-driven cyberse-
curity solutions, paving the way to better protect against evolving threats.

Information, Error, and Synthesizing Specialized Datasets

At the heart of developing effective cybersecurity AI are the fundamental concepts of in-
formation and error. Information, in this context, refers to meaningful patterns and rela-
tionships within cybersecurity data that enable AI systems to detect threats and anomalies. 
Error represents discrepancies between the AI's predictions and ground truth, which can 
arise from various sources such as data inconsistencies, model limitations, or the inherent 
complexity of the cybersecurity domain.

Decomposing error into its constituent components—bias, variance, and irreducible error—
provides a mathematical and philosophical framework for understanding the challenges and 
opportunities in creating specialized datasets for cybersecurity AI. Bias, which arises from 
oversimplified assumptions or limited data representation, can be mitigated by incorporat-
ing a wider range of cybersecurity scenarios and data sources. Variance, reflecting the mod-
el's sensitivity to fluctuations in the training data, can be addressed through techniques like 
regularization or ensemble learning. Irreducible error represents the inherent uncertainty 
or “noise” within the data, which cannot be eliminated entirely. This is a byproduct of as-
sumptions and methods by which data are collected or sampled.
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To overcome these challenges and create specialized datasets for tasks like zero-day ex-
ploit detection, we can leverage the power of information theory and ML techniques to create 
systems that implicitly capture the information structures that drive the observed variations 
associated with cyber security events.6 This information structure is necessarily reflected 
in the use of language and code that are the substance of cyber security or cyber operations. 
By analyzing the information content and relationships within existing datasets, such as 
intrusion detection data, we can identify key patterns and features most relevant to the 
target task. This analysis can guide the synthesis of new, specialized datasets that capture 
the essential characteristics of the target domain while minimizing the impact of irreducible 
error.7

The approach we explore here leverages the expressive power of current LLMs to gener-
ate realistic and diverse cybersecurity scenarios from related datasets designed to address 
different objective tasks. By also training these models on a wide range of cybersecuri-
ty literature, threat reports, and technical documentation, we can create a rich semantic 
understanding of the domain. This understanding can then be used to generate synthetic 
dataset designs, as well as data points that mimic the patterns and relationships observed in 
real-world cybersecurity events, while introducing controlled and semantically viable varia-
tions to enhance the model's ability to generalize to new threats.

This can further be extended with techniques from transfer learning and domain adapta-
tion8 to leverage knowledge gained from adjacent cybersecurity tasks. By identifying com-
mon patterns and features shared between related tasks, like intrusion detection and mal-
ware analysis,  insights and representations learned from previous tasks can be transferred 
to a new task.

Synthesis of specialized datasets for cybersecurity AI requires deep insight into the con-
cepts of information and error. Decomposing error into its three components and leveraging 
the power of information theory and ML techniques allows us to create rich and diverse 
datasets that capture the essential characteristics of the target domain while ‘borrowing’ in-
sight from existing problem-adjacent datasets and literature. Approaches like language mod-
el-based data generation, transfer learning, and adversarial training allows us to overcome 
the limitations of manual labeling and enhance our ability to generalize to new threats.9

TRANSITION FROM INTRUSION DETECTION TO ZERO-DAY EXPLOIT DETECTION
The 1999 KDD cybersecurity dataset, while influential in developing ML models for net-

work intrusion detection, falls short in addressing the unique challenges posed by zero-day 
exploits. These exploits, which target unknown vulnerabilities, require a novel approach to 
detection that goes beyond the scope of the KDD dataset.
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The method presented here utilizes LLMs to create a new objective-task training data ma-
trix specifically designed for detecting zero-day exploits.10 The process begins by granting 
the LLM access to a vast array of cybersecurity literature, including research papers, tech-
nical reports, and industry publications. This extensive knowledge base enables the LLM to 
develop a deep understanding of the characteristics, patterns, and indicators associated with 
zero-day exploits.11

Armed with this domain-specific knowledge, the LLM is then tasked with inferring the 
essential features and attributes that are crucial for effective zero-day exploit detection. This 
inference process involves analyzing the cybersecurity literature to identify the unique sig-
natures, anomalies, and behavioral patterns that distinguish zero-day exploits from known 
threats and normal network traffic.12,13

Based on these inferred characteristics, the LLM designs a comprehensive objective-task 
training data matrix that encapsulates the key elements necessary for training ML models 
to detect zero-day exploits. This matrix serves as a blueprint for the synthesized dataset, 
ensuring that it includes the most relevant and informative features for the task at hand.

To populate the objective-task training data matrix, the LLM analyzes the KDD dataset 
and a diverse array of other cybersecurity and network traffic datasets, extracting pertinent 
features and patterns that align with the designed matrix. The LLM then generates specific 
scripts and transformation functions to integrate and adapt the data from these datasets into 
the new synthesized dataset.

The resulting synthesized dataset is not a mere amalgam of existing datasets, but rather a 
crafted resource tailored to the unique challenges of zero-day exploit detection. By leverag-
ing the LLM's knowledge of cybersecurity literature and its ability to infer the critical char-
acteristics of the objective task, the synthesized dataset provides a rich and comprehensive 
training ground for advanced ML models.

New models for anomaly detection, unsupervised learning, and more, can then be trained 
on the synthesized dataset to learn the subtle nuances and patterns associated with zero-day 
exploits.14,15 Exposing the models to a wide range of realistic and diverse scenarios encom-
passed within the synthesized dataset enables them to develop the ability to identify and flag 
potential zero-day exploits in real-world network traffic.

This method marks a step forward for cybersecurity. By harnessing the power of LLMs 
and their access to extensive cybersecurity literature, this approach enables the creation 
of highly specialized and effective training datasets for zero-day exploit detection. The re-
sulting models, trained on these synthesized datasets, have the potential to shift the way 
organizations detect and respond to previously unknown vulnerabilities, bolstering their 
overall security posture.
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PROMPTING PROCEDURE
Utilizing a Llama2-70B model embedded in a Python 3.11 program and the transformers 

library from huggingface, an initial prompt asked the LLM how it would transform the ex-
isting network dataset into a dataset useful for zero-day anomaly exploit detection. A table 
was also provided with the prompt showing a reduced set of features from the 1999 KDD 
cybersecurity dataset:

Please provide suggestions on how to modify the data matrix and labels to enable zero-day exploit de-
tection. Think creatively and provide a detailed explanation of the changes you are making and why they 
are important. Here are the features of the data matrix and some example values: 

Protocol 
Type

Service Flag Src  
Bytes

Dst 
Bytes

Land Wrong 
Fragment

Urgent Count Srv 
Count

Serror 
Rate

Srv 
Serror 
Rate

Rerror 
Rate

Srv 
Rerror 
Rate

Same 
Srv 
Rate

Diff 
Srv 
Rate

Srv Diff 
Host 
Rate

Label

 tcp            http     SF    215        45076      0     0     0     8      8          0.00         0.00             0.00         0.00         1.00           0.00           0.00                good  

 udp            private  SF    105        146        0     0     0     15     15         0.00         0.00             0.00         0.00         1.00           0.00           0.00                good  

 tcp            telnet  RSTO  0          0          0     0     0     23     10         0.00         0.00             1.00         1.00         0.17           0.83           0.00                bad   

 icmp           eco_i    SF    8          0          0     0     0     13     13         0.00         0.00             0.00         0.00         1.00           0.00           0.00                good  
 tcp           ftp_data  S0    0          0          0     0     0     1      1          1.00         1.00             0.00         0.00         0.00           1.00           0.00                bad   

 tcp            http     SF    337        981        0     0     0     2      2          0.00         0.00             0.00         0.00         1.00           0.00           1.00                good  

 tcp            http     SF    0          0          0     0     0     50     25         0.20         0.20             0.00         0.00         0.50           0.50           0.00                bad   

 udp            domain   SF    44         133        0     0     0     8      8          0.00         0.00             0.00         0.00         1.00           0.00           0.00                good  
 tcp            smtp     SF    789        334        0     0     0     4  4          0.00         0.00             0.00         0.00         1.00           0.00           0.50                good  

 tcp            ftp      SF    0          0          0     1  0     16     8          0.75         0.75             0.25         0.25         0.50           0.50           0.00                bad   

Table 1:  A reduced set of features from the 1999 KDD cybersecurity dataset, provided in the prompt. 

The response received outlined a suggested set of modifications illustrated in Figure 1.

Figure 1: LLM suggested data set modifications.

The next prompt elicited a specific set of features most likely to provide powerful predic-
tive performance in detecting network traffic associated with a zero-day exploit, utilizing 
network traffic data only. This was a two-prompt process.



SUMMER 2024 | 115

RAVI STARZL

Prompt 1: Ask the LLM for assistance in crafting a more comprehensive prompt for the 
objective task:

Imagine you are entering a data science competition aimed at developing a model to classify network 
traffic into three categories: normal, suspicious, and highly suspicious. You will use well-known network 
intrusion detection datasets for this task. Your objective is to identify the most informative features 
within those datasets that can be combined to help distinguish between these traffic types effectively. 

Draft a strategy for selecting key features from basic traffic descriptors, behavioral indicators, and  
advanced metrics that could potentially highlight network anomalies. Describe how these features 
will be utilized to enhance the accuracy and effectiveness of your classification model.

Prompt 2: Ask the LLM to directly specify the set of features that would be most informative 
to the objective task:

Imagine you are competing in a data science challenge with the goal of developing a cutting-edge model 
that classifies network traffic into three distinct categories: normal, suspicious, and malicious. This task is 
vital for boosting network security measures by pinpointing potential threats through a detailed analysis 
of network traffic.

To undertake this challenge, you plan to leverage datasets from publicly available network intrusion detec-
tion resources, like the NSL-KDD dataset. Your task is to devise a model that uses critical network traffic 
features, meticulously selected for their ability to shed light on network behavior and potential threats.

Your first step is to identify and articulate the most informative features within the data that could distin-
guish effectively between the three traffic types. Consider what basic traffic features (like protocol types 
and data volume), behavioral features (such as connection patterns and error rates), advanced indicators 
(including unusual protocol-service combinations and payload characteristics), and anomaly detection met-
rics (which measure deviations from normal behavior) might be crucial for this task.

Craft your feature selection strategy to include both well-established and novel metrics, aiming to build a 
robust model that excels in accuracy and reliability for classifying network traffic. This approach will ensure 
that your model not only identifies but also understands the subtleties and complexities of network traffic, 
enhancing your ability to detect and classify potential security threats efficiently.

The features identified through this process as being most useful in detecting network traf-
fic associated with zero-day exploits by the LLM are:

Protocol Type Service, Flag, Src Bytes, Dst Bytes, Land Wrong Fragment, Urgent, Count, Srv Count, 
Serror Rate Srv Serror Rate, Rerror Rate, Srv Rerror Rate, Same Srv Rate, Diff Srv Rate,Srv Diff Host 
Rate, Unexpected Protocol/Service,Payload Byte Entropy, New/Rare Destination IP, Anomaly Score, Be-
havioral Change Score.

The next prompt provided an interstitial reasoning exercise for the LLM to gain more trac-
tion on how to modify the dataset in detail, as well as to provide a scaffold for where to dis-
cover the needed data to make reasonable interpolations for synthetic data generation.

 
Think creatively. How would you generate the actual data for the new features and add them to the new 
table. Provide a detailed explanation. Use all the publicly available knowledge about these features and 
how they can be estimated.
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The response received outlined suggested process and method illustrated in Figures 2 and 3.

Figure 2. LLM suggested pipeline 
overview for synthesized 

dataset creation.
Figure 3. LLM suggested features, implementations, and method 
for designing a dataset aimed at detecting network anomalies 

and zero-day exploits through network traffic analysis.

DATA ALIGNMENT AND DATASET IDENTIFICATION THROUGH VECTOR EMBEDDING
The data were aligned to enhance the detection of zero-day exploits and improve cyberse-

curity network traffic analysis. A custom Python program, leveraging the Ray parallel pro-
cessing library, was developed to traverse the May 2023 Common Crawl dataset. Utilizing 
BERT base uncased, this program generated vector embeddings for the elements of the data-
set that were pre-identified as potentially relevant with phrases indicative of cybersecurity 
interests such as "zero-day exploit data set," "cyber security network traffic analysis," "com-
prehensive cybersecurity dataset," and "network intrusion anomaly dataset." This dataset 
was then further mined using a vector-database (Weaviate) and retrieval-augmented-gen-
eration (RAG) to identify other datasets that contained the type of information the LLM had 
already identified as potentially helpful to the prediction task. Identifying and including 
these additional datasets provided more information for synthesizing values for missing fea-
tures in the newly designed dataset for the objective task. This generally has the effect both 
of increasing accuracy of the synthesized values and providing a broader but still realistic 
range of variations in those values.

This process unearthed several key datasets for cybersecurity analysis:

mKDD Cup 99 Dataset: Despite its age, this dataset remains a cornerstone in network 
	 intrusion detection, offering a broad spectrum of network connection features.

mNSL-KDD Dataset: An evolution of the KDD Cup 99 dataset, the NSL-KDD addresses  
	 previous limitations by eliminating redundant records, thereby enhancing the dataset's 	
	 utility for training and testing intrusion detection models.
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mCICIDS2017 (Canadian Institute for Cybersecurity Intrusion Detection System 2017): 	
	 Featuring both malicious and benign attacks, this dataset reflects contemporary attack 	
	 scenarios with detailed network traffic features and, for some attack types, payload data.

mUNSW-NB15 Dataset: Provided by the Australian Cyber Security Centre, this dataset 	
	 mixes real normal activities with synthetic attack behaviors, offering a diverse array of 	
	 network traffic analysis features.

mISCX VPN-nonVPN Traffic Dataset (ISCXVPN2016): Containing labeled network  
	 traffic that differentiates between VPN and non-VPN traffic, this dataset is invaluable for  
	 studying encrypted traffic patterns and potentially high-entropy payloads.

mCTU-13 Dataset: This dataset includes botnet traffic alongside normal and background 	
	 traffic, facilitating the study of botnet behaviors which may share similarities with  
	 zero-day exploit traffic patterns, especially in command and control communications 	
	 and lateral movements.

mMAWI Working Group Traffic Archive: A compilation of real-world internet backbone 	
	 traffic datasets from the Wide project, capturing a variety of internet activities over 		
	 extended periods. While not cybersecurity-specific, it offers a rich baseline for normal 	
	 traffic pattern analysis.

mThe CAIDA UCSD Datasets: Provided by the Center for Applied Internet Data Analysis 	
	 (CAIDA), these datasets consist of anonymized internet traces, aiding in the modeling of 	
	 both normal and anomalous network behaviors.

mToN IoT Telemetry Dataset: A contemporary dataset focusing on Internet of Things (IoT) 	
	 telemetry, including network traffic, logs, and attack data. It is particularly suited for 	
	 exploring IoT-specific threats and anomalies.

The next prompt asked the LLM to derive the best way to align features and labels across 
these diverse datasets:

Please provide a detailed feature alignment plan to align the features of these datasets with these fea-
tures: Protocol Type Service, Flag, Src Bytes, Dst Bytes, Land Wrong Fragment, Urgent, Count, Srv 
Count, Serror Rate Srv Serror Rate, Rerror Rate, Srv Rerror Rate, Same Srv Rate, Diff Srv Rate, Srv 
Diff Host Rate, Unexpected Protocol/Service, Payload Byte Entropy, New/Rare Destination IP, Anomaly 
Score, Behavioral Change Score.

The five methodologies the LLM defined are shown in Figure 4. This alignment between 
existing dataset features (“organic” features derived from actual sensor observations), and 
designed dataset features (ideal features for the objective task that the LLM suggests) min-
imizes the distance between the two feature sets, helping the inferred values to draw the 
maximum amount of information from the actually observed values, and helping to mini-
mize the attenuation of the underlying signal in the process of synthesizing the new dataset. 
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Figure 4. Overview of the implementation 
process for creating a synthesized dataset 

using LLMs and existing cybersecurity  
datasets. The process consists of five steps 

that synthesize diverse cybersecurity datasets 
into a unified dataset. Figure 5. Dataset Identification and Acquisition - The first step in the dataset 

fusion process involves identifying relevant cybersecurity datasets.

Figure 6. Data Preprocessing and Standardization - The acquired datasets undergo a preprocessing phase.

The “closer” the new synthesized dataset features are to the existing dataset features, the 
greater the real-world performance and generalization of the models trained on that data.

IMPLEMENTATION STEPS
This method for fusing diverse cybersecurity datasets, guided by an LLM and automated 

through Python scripts, creates a unified, analysis-ready dataset.

Dataset Identification and Acquisition

The first step in the dataset fusion process involved identifying relevant cybersecurity 
datasets, as described in Figure 5. The LLM, implicitly trained on a vast corpus of cyberse-
curity literature, provided guidance on selecting datasets that encompass a wide range of 
attack types, network environments, and data formats. The identified datasets were down-
loaded and stored in a centralized repository.

Data Preprocessing and Standardization

The acquired datasets underwent a preprocessing phase shown in Figure 6. The LLM 
generated dynamic prompts, tailored to each dataset's specific attributes and requirements, 
which were then used to develop Python scripts for automated data preprocessing. These 
scripts performed tasks such as decoding features into plain text, handling missing values, 
and converting the datasets into a uniform tabular format, typically CSV files.
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Feature Extraction and Engineering

The LLM defined a detailed set of features for the fused dataset shown in Figure 7. By 
analyzing the characteristics of each dataset and leveraging its knowledge of cybersecurity 
domain expertise, the LLM generated a feature alignment plan. This plan outlined the nec-
essary features to be extracted from each dataset, as well as advanced features that could be 
derived through feature engineering techniques.

Figure 8. Dataset Fusion – The final stage involves fusing the preprocessed and feature-engineered datasets into a unified dataset. 
The LLM provides guidance on the techniques used, considering factors such as data format, feature compatibility, and scalability.

Figure 7. Feature Extraction and Engineering - The LLM defines a detailed set of features for the fused dataset. By analyzing the  
characteristics of each dataset and leveraging its knowledge of cybersecurity, the LLM generates a feature alignment plan.

Python scripts, guided by the LLM's feature alignment plan, were developed to automate 
the feature extraction and engineering process. These scripts utilized various data manipu-
lation libraries and analytical tools to calculate complex features, such as entropy measures 
and behavioral change scores, based on the available data. The extracted and engineered fea-
tures were then integrated into the preprocessed datasets, resulting in a set of feature-rich, 
analysis-ready datasets.
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Dataset Fusion and Quality Assurance

The final stage of the method involved fusing the preprocessed and feature-engineered 
datasets into a unified dataset as shown in Figure 8. The LLM provided guidance on the 
appropriate data fusion techniques, considering factors such as data format, feature compat-
ibility, and scalability. Python scripts were developed to automate the dataset fusion process 
using pandas and numpy.

To ensure the integrity and reliability of the fused dataset, a quality assurance process 
was implemented. The LLM generated prompts for automated data validation scripts, which 
checked for anomalies, inconsistencies, and outliers in the fused dataset. Additionally, the 
scripts verified the correct application of labels and analyzed feature distributions to ensure 
the coherence and representativeness of the fused dataset. Manual checking of samples of 
the results was also undertaken.

By leveraging the knowledge and reasoning capabilities of the LLM, the method draws 
from a wide range of sources to ensure the fused dataset is well-aligned, feature-rich, and 
suitable for the objective task within the limits of current semantic analysis. The automated 
nature of the process, facilitated by Python scripts, enables efficient and scalable dataset 
fusion, reducing manual effort. 

Individual scripts were produced with the assistance of LLM crafted prompts. The prompts 
were generated with a seed prompt such as:

Please provide me with a prompt I can give to code llama to normalize the features of one of these 
datasets with the target set of features. Include the target features as a template in the prompt.

For brevity, the logical structure of two such resulting prompts, one to normalize data and the 
other to conduct literature review and incorporate resulting insights, are shown in Figure 9.

Figure 9. Quality Assurance - To ensure the integrity and reliability of the fused dataset, a quality assurance process is implemented. 
The LLM generates prompts for automated data validation scripts, which check for anomalies, inconsistencies, and outliers.
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The code generated by code llama required manual editing to ensure correct paths; manu-
al installation of required libraries was also needed. Full automation of the integration of the 
prompt and output of the two LLMs is eminently achievable but left for future work.

As an additional step to ensure synthetic data were properly aligned with credible feature 
values to enable reasonable real-world performance, an additional prompt was submitted 
asking Llama2 to ensure the labels ‘normal,’ ‘suspicious,’ and ‘highly suspicious’ were all 
properly associated with the feature values that were credible representations:

Please explain how you will ensure that the labeling of 'normal', 'suspicious', or 'highly suspicious' will 
be associated with the appropriate feature values that are representative of real-world cases. Incorpo-
rate expert knowledge to mine cybersecurity papers, publications, and other written material without 
interviewing live personnel. 

The LLM response was a near duplicate of that already shown in Figure 9, so the process 
defined there was implemented as a procedure run twice, back-to-back.

Manual editing of the generated code to incorporate necessary API keys for the online 
services queried was necessary. Some online repositories of cyber security literature did not 
have an API, so access was provided in the form of web-scraping the search results pages 
directly. These steps can be automated but are left to future work.

STREAMLINED APPROACH TO NETWORK BEHAVIOR CLASSIFICATION

Introduction

This section presents a streamlined approach to classifying network behaviors using the 
Llama2-70B model, a versatile language model. The objective is to categorize network traffic 
into three classes: 'normal', 'suspicious', and 'highly suspicious'. This classification task is im-
portant for identifying potential security threats and ensuring network infrastructure safety.

To achieve this goal, the Llama2-70B model is fine-tuned using a training method de-
signed to address the challenges posed by limited computational resources in a home setup. 
The fine-tuning process includes appending a classification head to the pre-trained model, 
optimizing the model's performance using appropriate loss functions and metrics, and em-
ploying techniques such as gradient accumulation and data streaming to manage memory 
constraints.

Post-training evaluations are conducted to assess the model's performance across metrics 
including accuracy, precision, recall, and F1 score. Based on these evaluations, iterative re-
finements are made to the dataset, feature engineering, and model architecture to improve 
the model's ability to accurately classify network behaviors.

To validate the effectiveness of the fine-tuned model, normal and zero-day exploit traffic 
are simulated in a controlled environment using Python and the Scapy library. This testing 
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method generates realistic network traffic patterns and assesses the model's ability to detect 
and classify potential security threats.

The following subsections detail the fine-tuning process, training method, evaluation and 
refinement, and the testing environment.

Setup for Fine-tuning

The task at hand involved categorizing network behaviors into 'normal', 'suspicious', and 
'highly suspicious' classes. For this purpose, the Llama2-70B model, known for its versatility, 
was fine-tuned. A classification head with a dense layer outputting three categories was ap-
pended, using a softmax function to generate a class probability distribution. The model's op-
timization employed the categorical cross-entropy loss function, ideal for multi-class tasks, 
with accuracy, precision, recall, and F1 score as performance metrics.

Fine-tuning Execution

The fine-tuning initiated with a learning rate of 1e-5 to adjust the pre-trained model subtly. 
Given the data and model's extensive memory requirements, a batch size of 8 was chosen, tar-
geting a training span of 3 to 4 epochs. The Adam optimizer facilitated adaptive learning rate 
adjustments, while a 0.1 dropout rate in the classification head aimed to prevent overfitting.

Training Method

Training adapted to a 128GB RAM home setup required strategic planning. The training 
leveraged PyTorch's `DataLoader̀  for data streaming, allowing efficient batch processing 
from disk, thus bypassing RAM constraints. Gradient accumulation was employed to mimic 
larger batch effects, enhancing training efficacy. Frequent model checkpointing safeguarded 
against data loss.

Evaluation and Refinement

Post-training evaluations on a separate test set provided crucial feedback on the mod-
el's performance across metrics. Scikit-learn was used to compute precision, recall, and F1 
scores, offering a detailed performance overview. Based on these insights, iterative refine-
ments addressed dataset balance, feature engineering, and model adjustments to rectify 
misclassifications and improve metrics.

Preparing for Deployment

The deployment phase involved model quantization via PyTorch, enhancing the model's 
efficiency for use in limited-resource settings. Dynamic quantization was chosen for its bal-
ance of efficiency and simplicity, with an eye on static quantization and quantization-aware 
training for future enhancements. Inference testing on a reduced data subset confirmed the 
model's performance and responsiveness, despite the hardware limitations of a home com-
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puting setup.

The Testing Environment

To simulate both normal and zero-day exploit traffic in a controlled environment using 
Python, we leveraged popular cybersecurity libraries like Scapy for network traffic manipu-
lation and generation. Scapy enables creation, sending, and capturing of network packets in 
a detailed manner, making it ideal for both benign and malicious traffic simulations.

Generating Normal Traffic with Python and Scapy

For generating normal traffic, the script simulates common activities such as web brows-
ing, email communication, and file transfers. The aim is to create a realistic background 
traffic pattern that a typical home network would experience.

`̀ p̀ython
from scapy.all import *

def generate_normal_traffic():
    # Simulate HTTP web browsing
    ip_layer = IP(dst="www.example.com")
    tcp_layer = TCP(sport=RandShort(), dport=80)
    http_get = "GET / HTTP/1.1\r\nHost: www.example.com\r\n\r\n"
    packet = ip_layer / tcp_layer / http_get
    send(packet, verbose=0)
    
    # Simulate email traffic (SMTP)
    ip_layer = IP(dst="mail.example.com")
    tcp_layer = TCP(sport=RandShort(), dport=25)
    smtp_hello = "HELO mail.example.com\r\n"
    packet = ip_layer / tcp_layer / smtp_hello
    send(packet, verbose=0)

    
    # Simulate FTP file transfer
    ip_layer = IP(dst="ftp.example.com")
    tcp_layer = TCP(sport=RandShort(), dport=21)
    ftp_hello = "USER anonymous\r\n"
    packet = ip_layer / tcp_layer / ftp_hello
    send(packet, verbose=0)

generate_normal_traffic()

`̀ `

Generating Simulated Zero-Day Exploit Traffic

For the "WindowsGate" zero-day exploit, the script simulates the network behavior charac-
teristic of the exploit's activity, such as scanning, exploitation attempts, and data exfiltration. 
It's important to note that in a real-world scenario, executing such a script should be done 
with utmost caution and strictly within a controlled environment to prevent unintended 
harm.
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`̀ p̀ython
from scapy.all import *

def generate_zero_day_traffic(target_ip="192.168.1.10"):
    # Simulate scanning activity
    for port in range(20, 25):
        ip_layer = IP(dst=target_ip)
        tcp_layer = TCP(sport=RandShort(), dport=port, flags="S")
        send(ip_layer / tcp_layer, verbose=0)
    
    # Simulate exploit payload delivery
    payload = "WindowsGate simulated exploit payload here [redacted code]"
    ip_layer = IP(dst=target_ip)
    tcp_layer = TCP(sport=RandShort(), dport=445, flags="PA")
    packet = ip_layer / tcp_layer / Raw(load=payload)
    send(packet, verbose=0)
    
    # Simulate data exfiltration activity
    exfiltrated_data = "Exfiltrated data here"
    ip_layer = IP(dst="malicious.server.com")
    tcp_layer = TCP(sport=RandShort(), dport=80)
    packet = ip_layer / tcp_layer / Raw(load=exfiltrated_data)
    send(packet, verbose=0)

generate_zero_day_traffic()
`̀ `

Results 

The study employed a simulated 10-fold cross-validation method to assess the performance 
of the Llama2-70B language model fine-tuned for cybersecurity threat detection. The anal-
ysis focused on the model's ability to classify network behaviors into three categories: 'nor-
mal' 'suspicious,' and 'highly suspicious.' The evaluation shows confusion matrices for each 
fold, providing insights into model classification accuracy and the influence of synthetic data 
on performance.

The confusion matrices revealed that the model demonstrated a high true positive rate 
for 'normal' network behaviors, with the number of correctly identified 'normal' instances 
ranging from 950 to 980 across the folds. This indicates the model's capability to recognize 
legitimate network activities, which is an important foundation for effective threat detection.

The classification of 'suspicious' and 'highly suspicious' behaviors showed encouraging re-
sults, with the model correctly identifying 'suspicious' behaviors in a range of 780 to 850 in-
stances and 'highly suspicious' behaviors in 704 to 760 instances. While there were instances 
of misclassification, primarily in the form of false negatives, the overall performance suggests 
that the model has the potential to detect and classify malicious activities effectively.

The confusion matrices also highlighted areas for model improvement, such as enhancing 
the model's ability to differentiate between varying degrees of threat severity and fine-tuning 
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its sensitivity to nuanced network behaviors. These insights provide valuable guidance for 
future refinements and optimizations.

The cross-validation results demonstrate the potential of using synthetic data to train mod-
els for improving the performance of specialized AI in complex objective tasks, particular-
ly when some amount of prior data is available. The model's high accuracy in identifying 
'normal' behaviors and its effectiveness in recognizing 'suspicious' and 'highly suspicious' 
activities indicate its potential for real-world applications.

Figure 10. 10-fold cross validation confusion matrices showing performance on simulated data, using model trained  
on synthetic/synthetically enhanced training data.

However, it is important to acknowledge that there is still significant work to be done to 
refine this approach. The observed misclassifications underscore the need for model refine-
ment and optimization to enhance its ability to discern between complex threat behaviors. 
Future research should focus on improving data synthesis techniques, incorporating more 
diverse datasets, and exploring advanced model architectures to further improve the model's 
performance and generalizability.

 IMPLICATIONS, DISCUSSION, AND FUTURE WORK
The cross-validation results, as demonstrated by the confusion matrices, affirm the poten-

tial of using synthetic data to train models for improving the performance of specialized AI 
in complex objective tasks, particularly when some degree of prior data is available. In the 
example of cybersecurity threat detection, the model's consistently high true positive rate for 
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'normal' network behaviors, ranging from 950 to 980 correctly identified instances across 
the ten folds, indicates its strong capability to recognize legitimate network activities.

However, the classification of 'suspicious' and 'highly suspicious' behaviors encountered 
more variability. While the model maintained a promising accuracy, with 'suspicious' be-
haviors correctly identified in a range of 780 to 850 instances and 'highly suspicious' be-
haviors in 704 to 760 instances, there were notable instances of misclassification. These 
errors were primarily false negatives, where 'suspicious' or 'highly suspicious' activities 
were incorrectly labeled as 'normal,' and to a lesser extent, as false positives within the 
'suspicious' and 'highly suspicious' categories. The confusion matrices revealed a pattern of 
errors suggesting areas for model improvement, e.g., challenges in differentiating between 
varying degrees of threat severity and the need for fine-tuning the model's sensitivity to 
nuanced network behaviors.

This work highlights the potential of using synthetic data to create extensive, labeled 
training datasets by merging real data with synthetic extensions, integrating both numer-
ical and semantic insights from existing data sources. The promising results demonstrate 
the practicality of this novel approach, involving a complex integration of real-world data 
attributes with synthetically produced data points to enhance the dataset's variety and rep-
resentativeness.

The relationship between the complexity of the synthesized datasets and the expressive-
ness of the learning system being trained is crucial. The synthesized dataset must accurate-
ly portray how the system under analysis would behave naturally. An overly simplistic syn-
thesized dataset could lead to rapid overfitting by a powerful deep learning system. The use 
of LLMs and the integration of semantic information from the literature help mitigate this 
risk by ensuring the dataset's complexity matches the learning system's expressiveness.

The challenges in overcoming the labeled training data bottleneck are particularly evident 
when mimicking the complexity of continually changing systems, such as cybersecurity 
threats. These threats are characterized by their intricacy and the adaptiveness of their 
perpetrators, making them difficult targets for predictive modeling. Accurately mirroring 
the subtleties of such systems with synthetic data requires continuous advancement in data 
generation methods.

Despite these challenges, the use of synthetic data represents progress in creating custom-
ized readily available training sets for specific analytical goals. The automated amalgam of 
real and synthetic data enables highly flexible and scalable training environments, suitable 
for a wide range of informational needs. The implications of this method extend beyond cy-
bersecurity, and provide an example for developing on-the-spot training sets across diverse 
fields. By reducing dependence on extensive real datasets, which are often restricted by 
availability and privacy issues, this strategy promotes a more exploitable approach for the 
progression of ML and AI.
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To address the limitations and build on the current findings, future work should explore:

1.	 Developing advanced data synthesis techniques to better mimic the complexity and 	
	 variability of real-world cyber threats.

2.	 Incorporating more granular features and exploring additional training strategies.

3.	 Integrating synthetic data with curated real-world data to provide a richer training 	
	 dataset.

4. 	Implementing incremental learning techniques continuously to update the model with 	
	 new data.

5. 	Testing the model's performance across different network environments and against 	
	 various types of cyber threats.

6.	 Developing explainability mechanisms to understand the model's decision-making 	
	 processes and increase trust in its predictions.

7.	 Automating the integration of API keys and web-scraping for seamless data access.

The goal is to create systems that can automatically generate substantial and credible la-
beled training datasets for any complex objective task or information need.

While the fine-tuned Llama2-70B model using this data synthesis approach shows promise 
for cybersecurity threat detection, this is an initial step in developing a comprehensive and 
reliable threat detection system. With ongoing research and refinement, this approach will 
contribute significantly to the field of cybersecurity, enabling more effective and efficient 
detection of evolving threats in real-world network environments.

This work offers promising insights into the potential of using synthetic data for creat-
ing labeled training sets by fusing organic information with synthetic extrapolation. While 
challenges remain, particularly in simulating complex and evolving systems, this approach 
represents a step forward in developing accessible, effective, and scalable approaches for 
creating in-situ training sets for arbitrary objective tasks or information needs in a largely 
automated manner.   

DISCLAIMER
The views expressed in this paper are those of the author and do not reflect the official policy 
or position of the U.S. Military Academy, U.S. Army, U.S. Department of Defense, or U.S. Gov-
ernment.
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Looking back to 2010 and the creation of Army Cyber Command, I am impressed 
by the tremendous progress in developing, employing, and sustaining those ca-
pabilities required to operate in the cyber domain, including the electromagnetic 
spectrum, at scale. Advances in cyber policy, force design, force development, 

and operational deployment are stunning with the creation of a branch, units, and oper-
ating concepts and practices. Yet this progress remains fragile, and we must continually 
adapt because change is an enduring characteristic of war and in this domain, change 
happens at warp speed. There are significant opportunities and challenges ahead for our 
people and teams, as well as for our future operations and technologies. Future cyber 
forces will neither resemble nor operate like today’s forces. Operational concepts are 
changing. We are experiencing revolutionary changes in technology, and much of that 
change applies both to the government and commercial sectors and can be used for good 
or evil. Thus, this note is a call for every cyber leader to exercise the fundamentals of 
leadership to ensure that our cyber force into the future will remain unequaled.    

The Army’s adaptation to build, sustain, and employ the initial cyber capabilities as 
envisioned is largely complete – but it is also insufficient. General Nakasone called this 
out at the Intelligence and National Security Alliance Leadership Breakfast in December 
2023 saying, “I think all options are on the table except status quo.”1 To engage this 
challenge will require fully and perpetually engaged leadership, willing to imagine and 
doing the hard work of leading change within the Army’s cyber community.  

Lieutenant General (Retired) Edward C. Cardon 

© 2024 Lieutenant General (Retired) Edward C. Cardon

Leadership 
Matters
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The cyber domain is a man-made, contested, and 
competitive domain that is continuously evolving and 
adapting with the ever-changing convergence and di-
vergence of people, technologies, and processes. It is 
characterized by disruptive technologies and applica-
tions.  Time is a critical component – software chang-
es at the speed of new code, hardware at the speed of 
new chips, and people at the speed of new ideas. This 
domain will always be somewhat unstructured; hence, 
today’s established law, authorities, regulations, pro-
cesses, structure, and concepts may be inappropriate, 
or even dysfunctional, tomorrow. This dynamic ren-
ders even more important the question: why?, which 
in turn forces continuously revisiting the purpose be-
hind our missions and operations, especially when the 
current structures, processes and tools increasingly 
become constraining rather than enabling.

As the character of war in competition, crisis, and 
conflict evolves, so too must our strategies and capa-
bilities with constant invention, innovation, and inte-
gration of cutting-edge technologies and operations. 
Our Soldiers, Civilians, Industry and Academic part-
ners from Army Cyber Command and the supporting/
supported Army and Joint organizations will lead this 
effort to increase the effectiveness of our Army and 
further the broader missions of our Nation. Our sto-
ried history of past achievement was built by the ded-
ication of those who went before us. Going forward, 
the sheer pace of change renders that pioneering spirit 
more important than ever. As leaders, we are responsi-
ble for inspiring and motivating those we lead not only 
to accomplish today’s missions, but even more import-
ant, do the hard work of understanding, visualizing, 
describing, and directing tomorrow’s cyber force.  

People thrive when driven by a shared sense of pur-
pose, impactful mission, and a strong sense of commu-
nity. Cyber is brimming with opportunities for growth 
and contribution. Embracing the traits and norms of 
dynamic, innovative cultures is a collective endeavor 

Lieutenant General (Retired) Edward C. Cardon 
is the United States Military Academy Academic 
Chair for Cyber and has served the Nation for 
over 36 years, including assignments in Germa-
ny, Bosnia-Herzegovina, Iraq, and Korea. From 
September 3, 2013 to October 14, 2016, he trans-
formed and scaled U.S. Army Cyber Command 
into the peerless cyber force we know today, 
with new organizations (including Task Force 
Ares), operational constructs, headquarters, and 
talent models that served as the foundation for 
the ARCYBER of today. Since retirement he has 
created a portfolio approach focused on helping 
individuals and teams tackle and solve intracta-
ble problems.
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that requires internalization and adaptation. Effective communication and idea-sharing are 
paramount in this endeavor. It aligns seamlessly with the Army's renewed emphasis on 
professional writing, exemplified by the Harding Project.2 The power of writing extends be-
yond mere documentation; it directly shapes policy, disseminates valuable lessons learned, 
and informs critical debates within the Army, particularly regarding realms like cyber and 
electronic warfare. As such, this journal must evolve into one of the primary platforms facili-
tating such exchanges within our ranks. We must all scrutinize ourselves with a critical eye, 
seeking avenues for improvement and sharing insights that elevate our collective commu-
nity. While introspection is essential, we must also cast our gaze outward, exploring novel 
approaches to capability development and operational enhancement. Only by synthesizing 
external perspectives with our internal realities can we maintain a perpetual combat edge 
in effectiveness and resilience. Effective leaders improve the community every day, always 
making it better than they found it.

Good leaders must have a competitive mindset – to be and stay the best.  Harvard Busi-
ness School Professor Michael E. Porter, the author of The Competitive Advantage of Nations,3 
wrote extensively on competition, encouraging a focus on gaining, maintaining, and sus-
taining a competitive advantage through a culture of continuous improvement, innovation, 
and inventions. This mindset is essential to success in our domain. For example, artificial 
intelligence and large language models are causing sweeping changes today across the com-
mercial sector. How is the Army moving at speed and scale in harnessing these technologies 
for cyber and electronic warfare? Competitive edge is not limited to technologies – the same 
exists for concepts. The concept “hunt forward” has been outstanding in delivering advan-
tage for our partners and allies. What is the next big concept? Given advances in digitization, 
mobile, cloud adoption, advanced connectivity, and artificial intelligence, new concepts are 
needed at scale for both offense and defense.  

Technology and concepts alone are inadequate – our real competitive advantage remains 
our people. The way we recruit, train, educate, deploy, and retain our force also must adapt. 
Again, the warp speed pace of change today – some highlighted above – requires everyone 
in our force to be life-long learners, perpetually looking outside the box. I also believe in per-
meability – people need to move seamlessly in and out of our cyber forces. For example, the 
advances in large language models are moving much faster in commercial industry. Large 
language models may have the highest probability of causing disruptive levels of change 
within our force in the near term. How best can we leverage our commercial sector capabil-
ities?  

Aviation efforts to build, develop, and test new aircraft and new technologies are com-
monly referred to as “pushing the edge of the envelope.” The flight envelope of an aircraft is 
commonly referred to as a Vg diagram, the linear representation of speed and altitude, rep-
resenting the upper and lower limits of speed, power, maneuverability, altitude, etc of a given 
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aircraft.4 Pushing the edge of the envelope entails looking “out there,’ to and even beyond 
the outer limits, to see where we can go, what we can do, and what we can learn. As cyber 
leaders, we must call upon ourselves, and each other, to push the envelope’s edge. Just like 
aviation, each specialty in cyber has its own Vg diagram with limits of what is technological-
ly possible today. Pushing the limits of AI, machine learning, the electromagnetic spectrum, 
and quantum computing will provide us, or our adversaries, the leverage to shape the future 
to our ends. If we don’t do it, it will be shaped by an adversary that gets there first. We should 
strive always to know where the edge of the envelope is and push out past that edge.   

Figure 1. The Vg Diagram represents the velocity vs G Load for an aircraft. Each aircraft has its own Vg diagram that is valid at a 
certain weight and altitude. The envelope of flight is in the center, labeled ‘Normal operating range.’ Pushing the envelope involves 

pushing the limits of the boundaries of this box in terms of acceleration, maneuvering speed, load airspeed, etc.5

Our recent past has brought us to this point, but not all our histories are successes. Hence, 
leaders at every level must direct a sharp eye to everything we do and strive to be the best. 
Our near and distant future is where we build tomorrow’s capabilities and weapons. More-
over, across whole of government, academia, industry, partners, and particularly from our 
adversaries, there are lessons to be learned. Be curious about the world outside your lane.  
See what others are doing, how they are competing for tomorrow’s high ground in cyber-
space, synthesize it with what you know, and, whenever appropriate, share with your team-
mates in forums like this journal.  
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Our margin for error is often paper thin, and our teammates in other domains count on 
us to get it right and get it right faster than any adversary. In ancient times, warriors with 
sword and shield were limited by muscle power in their ability to impact the battlefield. 
Thousands of years later, dozens of warfighters in several tanks, or a squadron of aircraft, 
or a submarine, could leverage technology and defeat thousands of combatants. Eighty years 
ago, a small number of cryptologists broke codes and ciphers and changed the course of 
history. Tomorrow, several warfighters on keyboard may disrupt, defeat and maybe even 
destroy nation-states as we know them today. The future is there to be seized by those who 
constantly hone the skill and the will to execute. We must be hard on ourselves, as we burn 
the midnight oil and strive to master our professions, to be the best we can be at what we 
do. We can, and must, both deter and, whenever necessary, defeat those future adversaries 
that are training, experimenting, learning, and competing to defeat us. We build strength 
through demonstrated capability that gives our competitors and adversaries pause. For our 
leaders, that competition is already here.

Leaders lead change. Change and innovation can be top down but the best new ideas often 
come from those in the fight who can see problems first-hand, what succeeds and fails, and 
possible solutions that work. The cyber and electronic warfare community in particular needs 
a free exchange of ideas across the force to be more agile than our adversaries. I call on our 
force, especially our leaders at all levels, to embrace change and make our community better. 
Write and publish: in this journal, in our schoolhouses, and at the edge where our warfight-
ers are in contact with our adversaries every day. Leadership matters.  

DISCLAIMER
The views expressed here are those of the author and do not reflect the official policy or posi-
tion of the U.S. Military Academy, U.S. Army, U.S. Department of Defense, or U.S. Government.
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phrases.org.uk/meanings/push-the-envelope.html. 

5.	 Federal Aviation Administration, “Aerodynamics of Flight” in Pilot’s Handbook of Aeronautical Knowledge, FAA-H-8083-
25C. (November 3, 2023).  https://www.faa.gov/sites/faa.gov/files/07_phak_ch5_0.pdf, p. 5-38.
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