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JIM RAFTERY

VOL. 8  mNo. 2

The Army 
Cyber Institute: 
The U.S. 
Army’s Cyber 
Think Tank 
 
COL Jim Raftery         

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

In his introduction to the Fall 2022 issue of The Cyber Defense Review (CDR), COL 
Jeff Erickson, the Army Cyber Institute (ACI) director at the time, opened with, “The 
only constant in life is change,” a phrase credited to the ancient Greek philosopher 
Heraclitus. COL Erickson went on to relate this idea via a list of impactful changes 

that had occurred within the Army’s Cyber Community in the decade since the ACI’s 
founding  in 2012. Three years earlier, the Secretary of Defense had directed the estab-
lishment of U.S. Cyber Command as a subordinate unified command under U.S. Strategic 
Command, followed in 2010 by the stand-up of the U.S. Army Cyber Command. COL 
Erickson recounted that during this period, “the Army was trying to figure out the best 
approach to address the uncertain environment and growing demand for deeper un-
derstanding” in cyberspace. In my estimate, the Army saw risk in the uncertainty and 
took action to address and mitigate that risk by directing the creation of the ACI at West 
Point. Internally, the creation of the ACI was carried out by members of the Department 
of Electrical Engineering and Computer Science, among whom were then: COL Greg 
Conti, COL Tom Cook, and COL Gene Ressler. This team was advised and supported in 
its efforts by then, Dean of the Academic Board BG Tim Trainor and Superintendent LTG 
Bob Caslen. ACI was designed to be externally focused as the U.S. Army’s Cyber Think 
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Tank and was organized to report directly to the U.S. 
Military Academy (USMA) Superintendent. Starting 
with the visionary leadership of its first director, COL 
Conti, ACI made contributions to several of the items 
called out in COL Erickson’s list. ACI helped define 
and address the uncertainty, and today many of those 
early risks have been mitigated or retired. However, as 
Heraclitus offered, change is constant, and new risks, 
challenges, and opportunities continue to arise.  

In this vein, recent changes have come to ACI. In 
May 2022, following coordination with external stake-
holders, then Superintendent LTG Darryl Williams 
directed the movement of ACI from a direct report 
into the Office of the Dean. Leveraging a model of 
long-term success found in the hosting of the Office of 
Economic and Manpower Analysis (OEMA) within the 
Department of Social Sciences, the Dean,  BG Shane 
Reeves, placed ACI within EECS. Like OEMA, ACI is 
externally focused to support the Army, and its organi-
zation within USMA has synergistic overlap with the 
intellectual capital and innovative environment found 
here. Once within EECS, and following a best prac-
tice drawn from OEMA, ACI sought out the support 
of its principal external stakeholders to reimagine 
the ACI portfolio. Original principal stakeholders in-
cluded Army Cyber Command, Training and Doctrine 
Command (now represented by the Cyber Center of 
Excellence at Fort Gordon, GA, to be redesignated as 
Fort Eisenhower in October of this year), and Head-
quarters, Department of the Army G-3/5/7 Strategic 
Operations. We made the decision to add the Army’s 
Principal Cyber Advisor to the list of stakeholders, 
recognizing the significance and responsibilities of 
this position, which followed from the 2020 National 
Defense Authorization Act. The Commanding General 
of the Cyber Center of Excellence, MG Paul Stanton, 
traveled to West Point in the fall of 2022 to participate 
in the selection process for the new ACI director, COL 
Stephen Hamilton.

COL Jim Raftery is the Head of the Department 
of Electrical Engineering and Computer Science 
(EECS) at the United States Military Academy 
and is a Professor of Electrical Engineering. He 
was commissioned into the U.S. Army Signal 
Corps as an ROTC Distinguished Military Grad-
uate from Washington University in St. Louis in 
1988. Following command of the 261st Signal 
Company in Hanau, Germany, he became a mem-
ber of the Army Acquisition Corps, culminating 
as Product Manager Information Warfare at Fort 
Meade, Maryland, from 2007 to 2010. He earned 
a M.S. in electrical engineering from the Univer-
sity of Missouri - Columbia in 1996 and a Ph.D. 
in electrical engineering from the University of 
Illinois at Urbana-Champaign in 2005. He is a 2011 
graduate of the Army War College and served in 
the Cyber National Mission Force at Fort Meade, 
from 2015 to 2016. His research interests include 
semiconductor lasers, as well as topics in power, 
energy, and cyber.
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 Under COL Hamilton’s leadership, we are operating with an ACI portfolio taxonomy that 
allocates resources and divides the priority of effort into three “buckets.” The graphic we use 
shows the #1 priority as a large green bucket. The Think Tank projects that are placed into 
this green bucket are requested by one of the four principal stakeholders. The #2 priority is 
a medium-sized blue bucket, which can include projects from any source upon recommenda-
tion by the ACI director and validation by a principal stakeholder. The #3 priority is a small 
red bucket, which can contain projects from any source upon approval of the ACI director. In 
our graphic, the three buckets are drawn to scale and sized to fill a gold barrel representing 
the overall ACI portfolio, which is sized to match our resources. With the assistance of our 
principal stakeholders, we are working to put processes in place to formalize this taxonomy, 
though we have already begun its implementation. We are also reconstructing the ACI’s ex-
ternal Advisory Group to consist of our four principal stakeholders and establishing another 
broader-reaching community of interest from which blue or red bucket projects might be 
proposed. 

As the current head of EECS, I wholeheartedly welcome ACI “home” to the department 
where the organization was imagined and created. EECS graduates more officers into the 
Army’s Cyber Corps than any other academic department in the nation. The complementary 
inclusion of the Army’s Cyber Think Tank into EECS further strengthens our academic and 
research programs and enhances our ability to develop leaders of character for the Army and 
the nation. 

It is my pleasure to provide the readership of the CDR with this update on changes within 
the ACI. We are focused on being the Army’s Cyber Think Tank and, with the partnership 
and support of our principal stakeholders, we will continue to help the Army address the 
ever-changing cyberspace environment. In his introduction to the Spring 2023 issue, the 
CDR editor-in-chief, Dr. Corv Connolly, proudly announced the new home of the CDR with 
the West Point Press and emphasized its enduring relationship with ACI. To affirm Dr. Con-
nolly’s efforts to continue the CDR’s robust coverage of the cyber domain and embody a com-
mitment to the highest standards of excellence, we offer another inspiring slate of articles 
written by an impressive group of authors.
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Using International 
Law to Deter Russian 
Proxy Hackers 

Colonel Andrew D. Flor

In 2014, Russia employed dozens of proxy trolls to engage in information warfare 
in support of its operations in Ukraine.2 “Hundreds of fake social media accounts 
backed by Russian hackers using malware and cyber-attacks flooded the news and 
online community with disinformation designed to conceal the truth that these 

groups were backed by Russia to foment domestic dissent.”3 This hybrid warfare, devel-
oped during Russia’s 2008 campaign in Georgia, helps Russia to “destabilize surround-
ing countries” and induces “perception management” that provides Russia with the illu-
sion of “legal legitimacy.”4 Russia’s perception management fed the false narrative that 
Russia had no choice but to support “Russian ethnic minorities” in Crimea who faced 
“Ukrainian oppression” and wanted to secede and pursue “self-determination.”5 When 
Ukrainian citizens attempted to search online for information about the impending Rus-
sian invasion, their searches found Russian disinformation spread by these proxy trolls 
that were legitimizing Russia’s invasion.6 

Fast-forward to 2022 and the Russian invasion of Ukraine: Russia continues to employ 
proxy hackers to destabilize Ukraine and cast doubt on the legitimacy of the Ukrainian 
government. The “Conti ransomware gang issued a warning” shortly after the war com-
menced threatening they “would respond to cyber activity against Russia using all their 
resources ’to strike back at the critical infrastructure of an enemy.’”7 Other cyber proxy 
activity has targeted exploits in Microsoft Windows even as recently as June 2022 where 
the “Russian hacking group Sandworm” exploited a remote code execution vulnerability 
This is a work of the U.S. government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

States are legally responsible for activities undertaken through 
“proxy actors,” who act on the State’s instructions or under its 
direction or control.

	 —Harold Koh1
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called “Follina” in an effort to destabilize media orga-
nizations in Ukraine.8

Repeated Russian efforts to utilize this type of hybrid 
warfare will continue to present a problem in the fu-
ture if the United States (US) and others do not impose 
costs on Russia. By using proxy hackers, Russia con-
tinues to obfuscate efforts to hold them accountable for 
invading former-Soviet Republics such as Georgia and 
Ukraine. The US should lead the international com-
munity in countering Russian proxy hackers through 
various means available under international law and 
norms, including criminal prosecution, sanctions on 
Russian officials who direct these illicit cyberspace 
operations, and, if necessary, the use of military force 
to prevent further non-State hacking efforts. 

This article starts by defining proxy hackers and 
proxy hacking, and follows with a summary of the in-
ternational law and norms that govern proxies. Recent 
actual and suspected proxy hacker events caused by 
Russia confirm some of the challenges of applying in-
ternational law and norms to proxy hacking, including 
actions or inaction by victim States. The lack of avail-
able responses indicates an underdeveloped state of 
contemporary international law and reveals gaps the 
international community can fill by refining norms 
and applicable legal texts. This article concludes with 
specific recommendations on how to deal with the 
threat of proxy hackers, and otherwise deter Russia 
from using such hackers in the future.

Definitions and Russian Proxy Hacker Operations

Defining what constitutes a proxy hacker comes with 
inherent challenges. Merriam-Webster defines a proxy 
as “the agency, function, or office of a deputy who acts 
as a substitute for another.”9 In the cyber context, a 
proxy is an “actor b acting for actor a,” or more spe-
cifically that non-State actor b conducts a cyberspace 
operation as a substitute for State actor a.10 The first Tal-
linn Manual, a collection of international law provisions 

COL Andrew D. Flor graduated from the United 
States Military Academy in 1997 with a Bachelor 
of Science degree in Computer Science. He 
commissioned as an Aviation officer and later 
received his Juris Doctor from the College of 
William and Mary School of Law in 2004 and is 
admitted to practice in the Commonwealth of 
Virginia. COL Flor holds an LL.M. from The Judge 
Advocate General’s Legal Center and School, 
a Master of Strategic Studies (MSS) degree 
from the U.S. Army War College, and a Master 
of Military Art and Science (MMAS) degree 
from the U.S. Army Command and General Staff 
College. He currently serves as the Chief of Plans, 
Office of The Judge Advocate General (OTJAG), in 
the Pentagon.
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related to cyber warfare drafted by an International Group of Experts, in Rule 6, “Legal 
Responsibility of States,” declares that “[a] State bears international legal responsibility for 
a cyber operation attributable to it and which constitutes a breach of an international obli-
gation.”11 Commonly referred to as the attribution rule, commentary to this rule describes 
attribution as “a quintessential principle of international law,” and that such a breach of 
international obligation can come from “either an act or omission.”12 The commentary also 
applies this rule to non-State actors, “where [the State] has ’effective control’ over such ac-
tors.”13 However, the rule limits applicability to situations where “private citizens, on their 
own initiative, conduct cyber operations (so-called ’hacktivists’ or ’patriotic hackers’).”14  The 
key difference in attribution comes down to situations where the State has provided “in-
structions, direction, or control” over the non-State proxy hackers.15 Establishing attribution 
through sufficient evidence of “instructions, direction, or control” occurs from any number of 
State actions, to include funding for proxy hackers, allowing the hackers safe-harbor in State 
territory, or protecting the hackers from domestic prosecution or international extradition.16

As an example, the US hires contractors to conduct cyberspace operations on behalf of 
U.S. Cyber Command (USCYBERCOM).17 While this type of relationship would fall within 
the definition above of a non-State actor, the use of contractors as a substitute for a State 
actor, USCYBERCOM, would not constitute the type of proxy hacker violation discussed in 
the Tallinn Manual because the contract between the US and the contractor creates a princi-
pal-agent relationship.18 A principal-agent relationship means that the behavior of the con-
tractor (the agent) is controlled by or authorized by the US (the principal). There is no intent 
by the US to avoid responsibility for contractor actions, even if great efforts are made to 
obfuscate the US’ cyberspace operations.

Russian proxy hackers differ from USCYBERCOM contractors due to the lack of any acknowl-
edged official relationship between these hackers and the Russian government. In some exam-
ples discussed later below, the hackers conduct their operations with minimal Russian over-
sight or control. In other examples, hackers, whether motivated by patriotism or self-interest, 
act completely on their own volition. While this independent-style action by patriotic hackers 
would seem to absolve Russia from responsibility for such malicious cyberspace activities, 
the law can attribute to Russia the acts of these patriotic hackers if Russia knows about their 
behavior and fails to stop them. Major General Joseph Berger, who previously served as the 
Army Cyber Command (ARCYBER) Staff Judge Advocate or senior legal advisor, objects to the 
phrase “patriotic hacker” because of the “status or imprimatur” accorded by this.19 However, 
regardless of status, Russia’s undeclared, and often obfuscated, support and direction of cyber 
hackers create an attribution challenge for the international community.

Brigadier General George Smawley, the Staff Judge Advocate to USCYBERCOM from 2019-
2021, states that USCYBERCOM categorizes non-State adversaries into one of four groups: 
proxies, agents, aligned groups, or criminal organizations.20 Each one requires different legal 
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authorities to address, and Russia has deployed cyberspace operations in each of these four 
categories.21  

The 2018 Senate Report on Russian Interference provides an example of illicit proxy behav-
ior, namely that “Kremlin-backed entities have spent years professionalizing a cadre of paid 
trolls, investing in large-scale, industrialized ’troll farms,’ in order to obscure Moscow’s hand 
and advance the aims of Russia’s information operations both domestically and abroad.”22  
These proxy trolls achieve their objectives through three main methods. First, they attack 
the media: “as Soviet-born author Peter Pomerantsev notes, ’The Kremlin successfully erodes 
the integrity of investigative and political journalism, producing a lack of faith in traditional 
media.’”23  Second, they remain “ideologically agnostic” and “can simultaneously support far 
right and far left movements, so long as they are in competition with one another,” in order to 
sow confusion.24  Third, by “attempt[ing] to exploit societal divisions that already exist, rath-
er than attempt[ing] to create new ruptures,” Russia can further divide the targeted country 
with these cyber operations.25

Review of Current International Law and Norms

Proxy hackers will continue to present a major challenge for countries around the world. 
As Major General Berger puts it, proxy hackers are “not going away.”26 Understanding inter-
national laws and norms is a prerequisite for State use of proxy hackers and responses to 
their use. These laws and norms have shortcomings, which will later form the basis for this 
article’s recommendations.

The Tallinn Manuals – International Law and Norms in Cyberspace 

The Tallinn Manual on the International Law Applicable to Cyber Warfare (referred to here 
as the first Tallinn Manual), published in 2013, sought to summarize the state of interna-
tional law and norms in cyberspace “applicable to cyber warfare.”27 The use of this wording 
by the authors, the International Group of Experts (IGE), was a deliberate attempt to inform 
the readers that the manual did not cover cyber activities short of war. This created chal-
lenges in applying any of the first Tallinn Manual provisions to proxy hackers. The 2017 
Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations (referred to here 
as Tallinn Manual 2.0), published in 2017, specifically applies to “cyber operations during 
peacetime.”28 Tallinn Manual 2.0 experts modified some of the rules addressed in the first 
Tallinn Manual. As such, “Tallinn Manual 2.0 supersedes the first Tallinn Manual.”29 Yet, Tal-
linn Manual 2.0 still does not “deal with international criminal law, trade law, or intellectual 
property . . . or domestic law.”30 As a result, some of the same challenges in applying the first 
Tallinn Manual provisions to proxy hackers persist with Tallinn Manual 2.0.

Much of what proxy hackers do or try to achieve in cyberspace could constitute criminal 
behavior. Holding proxy hackers liable for their behavior starts with a criminal indictment.31  
But Russia does not normally extradite proxy hackers, even when faced with overwhelming 
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attribution evidence that it approved their actions.32 Extradition illuminates the challenge of  
holding hackers accountable for murky, possibly State-sponsored, hacking efforts. Tallinn 
Manual 2.0 discusses extradition in “International Cooperation in Law Enforcement” (Rule 13),33 
which provides that “States are not obliged to cooperate in the investigation and prosecution of 
cyber crime.”34 Yet, Comment 8 of this rule specifies that “if extradition is refused on the basis of 
nationality of the person sought or because the requested State deems that it has jurisdiction over 
the offence, the requested State shall take action to prosecute.”35 Comment 8 should help resolve 
problems with prosecution in most Russian proxy hacker attacks. If Russia denies extradition, 
then it must prosecute. Unfortunately, Russia has thus far ignored this rule with impunity.

Tallinn Manual 2.0 addresses “Internationally Wrongful Cyber Acts” (Rule 14) that ex-
pands on the first Tallinn Manual rule on “Legal Responsibility of States” (Rule 6). Tallinn 
Manual 2.0 states that “A State bears international responsibility for a cyber-related act that 
is attributable to the State and that constitutes a breach of an international legal obligation.”36 

The term “cyber-related act” vice “cyber operation” deliberately “denote[s] the fact that a 
State sometimes may bear responsibility for acts other than cyber operations that it conducts 
or that are attributable to it.”37 The commentary underscores a State’s responsibility to curb 
proxy hacker behavior: “[s]ince non-State actors such as hacktivists often launch harmful 
cyber operations . . . a State’s obligation to take measures to control cyber activities taking 
place on its territory looms large.”38

Tallinn Manual 2.0 updates the attribution rule, “Attribution of Cyber Operations by Non-
State Actors” (Rule 17),39 providing that “Cyber operations conducted by a non-State actor 
are attributable to a State when: (a) engaged in pursuant to its instructions or under its di-
rection or control; or (b) the State acknowledges and adopts the operations as its own.”40 This 
modification and amplification of commentary accompanying Rule 6 from the first Tallinn 
Manual clarifies the circumstances that render a State responsible for actions of non-State 
actors, such as proxy hackers.41 

Tallinn Manual 2.0 “Due Diligence (General Principle)” (Rule 6) reads, “A State must exer-
cise due diligence in not allowing its territory or cyber infrastructure under its governmental 
control, to be used for cyber operations that affect the rights of, and produce serious adverse 
consequences for, other States.” Again, Tallinn Manual 2.0 expands on the first Tallinn Man-
ual in several important ways. First, it imposes the term “due diligence” vice “knowingly” 
from the original rule.42 Second, it removes the restriction “exclusive” from governmental 
control, which reduces the required level of control over the territory concerned, whether 
territory or cyber infrastructure.43 Finally, it expands the level of operations a State must 
control to those that “affect the rights of” or “produce serious adverse consequences for” 
other States.44 This due diligence rule, combined with a new rule, “Compliance with the Due 
Diligence Principle” (Rule 7), “requires a State to take all measures that are feasible in the 
circumstances” to end all cyber operations that violate the due diligence principle.45 Of note, 
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the commentary to this rule states that a majority of the IGE believe this rule requires a State 
to act to prevent repeated violations that occur on its territory.46  

United States Position on Tallinn Manuals

The Tallinn Manuals constitute a serious body of work backed by years of effort, but they 
do not establish binding authority or otherwise create an enforceable right or treaty. Gener-
ally, international law only develops when the actions of States become the customary state 
practice with regard to that topic.47 The only other way for these practices and norms to be-
come international law is through treaties or conventions, such as the Geneva Conventions.48

The US position on the Tallinn Manuals is illuminating, given the relative cyber power 
ranking of the US.49 In a 2016 speech at Berkeley Law School, Brian Egan, a former State 
Department Legal Adviser, summarized the United States view of the Tallinn Manuals:

The United States has unequivocally been in accord with the underlying premise of this 
project, which is that existing international law applies to State behavior in cyberspace. 
In this respect, the Tallinn Manuals will make a valuable contribution to underscoring and 
demonstrating this point across a number of bodies of international law, even if we do not 
necessarily agree with every aspect of the Manuals.50

While this speech pre-dated Tallinn Manual 2.0, it remains clear that the US position has 
not changed since then; namely that current international law applies to State behavior in 
cyberspace. 

In contrast, Russia did not send a representative to the IGE that drafted and advised on the 
creation of the Tallinn Manuals. Indeed, Russia’s Defense Ministry openly opposed release 
of the first Tallinn Manual with the following language: “Russia is trying to prevent the mil-
itarization of cyberspace by urging the international community to adopt a code of conduct 
in this sphere, the US and its allies are already agreeing to the rules for prosecuting cyber 
warfare.”51  Russian experts did profess optimism that “compromise is possible” on the Tal-
linn Manual provisions.52 

US Position on Proxy Hackers

In his Berkeley speech, Brian Egan underscored the US’s strong position on proxy hackers:

Additionally, cyber operations conducted by non-State actors are attributable to a State 
under the law of state responsibility when such actors engage in operations pursuant 
to the State’s instructions or under the State’s direction or control, or when the State 
later acknowledges and adopts the operations as its own. Thus, as a legal matter, States 
cannot escape responsibility for internationally wrongful cyber acts by perpetrating 
them through proxies. When there is information—whether obtained through technical 
means or all-source intelligence—that permits a cyber act engaged in by a non-State 
actor to be attributed legally to a State under one of the standards set forth in the law of 
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state responsibility, the victim State has all of the rights and remedies against the respon-
sible State allowed under international law.53

This broad statement mirrors the Tallinn Manuals. Indeed, it closely tracks with Rule 17 
of Tallinn Manual 2.0 “Attribution of cyber operations by non-State actors,”54 which makes 
sense given the law of State responsibility is well settled as a matter of international law.55  
Also of note is the position that the victim State can use “all of the rights and remedies” 
under international law.56 This means that the US reserves the right to use military force to 
counter a cyber-attack conducted by non-State proxy hackers.57

Effective Control and Due Diligence

As mentioned above, and as Brian Egan reiterates, the international law that governs 
States responsibly for proxy hackers is premised either because they are operating as a State 
organ or that the State exercises effective control over the proxy under the international law 
of attribution.58  This term “effective control” has also been called “direction and control” in 
other contexts.59 If a State exercises effective control over the proxy, then it assumes respon-
sibility for the actions of the proxy in international law. This rule of effective control predates 
the Internet, and comes from the 1986 International Court of Justice (ICJ) case of Nicaragua 
v. United States of America.60 That case, stemming from the Iran-Contra affair, resulted in the 
Nicaraguan government holding the US legally responsible for military and paramilitary 
Contras activities based on the “effective control” the US exercised over the Contras.61

Even absent a proxy acting under the effective control of a State or acting as an organ of the 
State, a State may still be held responsible under international law for supporting or enabling 
the proxy.62 The type of support varies, but could include providing software, monetary in-
centives, or even sanctuary from prosecution under domestic laws.63 Failing evidence of at-
tribution of support or enabling behavior by a State, a State likely cannot be held responsible 
for the actions of the proxy hackers.64 

However, the international law principle of due diligence may provide another avenue for 
holding a State responsible for the actions of proxy hackers. Due diligence, as discussed above 
and in Tallinn Manual 2.0, generally requires a State to take action both to prevent their ter-
ritory and infrastructure from being used to launch cyberspace operations against another 
State, and to take feasible actions to stop such cyberspace operations if aware of them.65 Due 
diligence does not require a nation to prevent cyberspace operations, just to stop once it be-
comes aware.66  If State A knows that proxy hackers are using State B infrastructure to launch 
cyberspace operations against State A, and State A informs State B of these operations, then 
State B is duty-bound to stop the proxy hackers, if feasible. If State B refuses or is unable to stop 
the proxy hackers, then State A can take reasonable countermeasures to end those cyberspace 
operations. State A’s countermeasures against State B would normally violate international law, 
but due to State B’s failure or refusal to act, these countermeasures become lawful.67
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Applying the due diligence principle can be complicated because its parameters often de-
pend upon the capabilities of both the victim State and the perpetrating State. Due diligence 
for the US means a fairly high standard, while due diligence for other States without as much 
cyberspace sophistication “migrate the standard downward.”68 Applying the same standard 
to a country with minimal cyberspace infrastructure would not work in the international 
law context. However, States like Russia might take advantage of this lower standard. One 
common hacker scheme to conceal attribution is the short-term leasing of servers in various 
countries, including the US, from which to launch cyberspace operations. Once the operation 
concludes, and long before attribution is established, the hacker terminates the lease and 
relocates, making attribution even tougher.69 This leasing scheme can render due diligence 
very difficult, if not impractical, particularly in States of modest sophistication.

Other International Laws and Norms

To reiterate, typically victim States do not employ military force to counter hackers, but 
rely instead on criminal prosecution, which has become an international norm. For example, 
the US has indicted proxy hackers in the past, as has Estonia. The US indicted Alexsey Belan 
three times for proxy attacks, most notably for hacking 500 million Yahoo accounts in 2012-
2013.70 Estonia charged and convicted one Estonian student from Russia, Dmitri Galushkev-
ich, with targeting a political party website related to the 2007 cyber-attack,71 and there are 
other high-profile indictments of note.72 Again, absent effective extradition, holding Russia 
accountable for proxy hackers can be futile.73 Indeed, Alexsey Belan remains at large and on 
the FBI’s most wanted list.74

Other norms that have developed over time include the use of sanctions to deter hackers. 
On December 29, 2016, along with the indictments noted above, the US imposed sanctions 
on Belan,75 under Executive Order 13694, “Blocking the Property of Certain Persons En-
gaging in Significant Malicious Cyber-Enabled Activities,” as amended by Executive Order 
13757, “Taking Additional Steps to Address the National Emergency with Respect to Signif-
icant Malicious Cyber-Enabled Activities,” signed on December 28, 2016.76 These sanctions 
froze Belan’s assets, along with the assets of another individual, Evgeniy Bogachev.

In addition to these measures, several high-profile legal advisors recommend a slow and 
steady approach to building international norms in cyberspace. Colonel (Ret.) Gary Corn, for-
mer USCYBERCOM Staff Judge Advocate, recommends that States not prematurely support 
international laws and norms in cyberspace, because nefarious actors will attempt to exploit 
States that artificially limit their cyberspace operations in support of these not yet fully de-
veloped laws and norms.77  Brigadier General George Smawley recommends a gradual shap-
ing of international norms to tackle the problem of proxy hackers.78 Major General Berger 
urges a deliberate process in building norms lex lata (what the law is) without ceding to the 
international community pressure to build law lex ferenda (what the law should be).79 The al-
ternative approach would be to establish an international commission and attempt to create a 
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Hague treaty or a new Geneva Convention to govern cyber law. This approach, in the absence 
of more fully developed international norms would suffer from a lack of consensus. Indeed, 
even the IGE representatives who drafted the Tallinn Manuals do not always agree on the 
rules.80 Even the definition of sovereignty has led to disagreements between the US and its 
closest allies and partners, let alone between the US and its adversaries, such as Russia.81

Colonel (Ret.) Gary Brown, USCYBERCOM’s first Staff Judge Advocate, recommends the US 
make clear its opinio juris (opinion of law) regarding how international law should govern 
cyberspace activities.82 That “line in the sand” approach could advance development of inter-
national law and norms. Colonel (Ret.) Brown views the Tallinn Manuals as “a starting point 
from which to deviate” in this regard.83

Review of Recent Proxy Hacker Events

To better understand some of the challenges of applying international law to proxy hack-
ers, examples are summarized below. 

Estonia

In 2007, Estonia suffered one of the first well-documented cyberspace operations. Early 
that year, the Estonian government planned to move a statue from the center of Tallinn, 
the Estonian capital, to a military cemetery on the outskirts of town. This Soviet Union-era 
statue, originally called the “Monument to the Liberators of Tallinn,” but now known as the 
“Bronze Soldier,” honored the Soviet defeat of the Nazis in Estonia in 1944.84 The statue was 
controversial. Ethnic Estonians viewed the statue as a reminder of the harsh Soviet occupa-
tion from 1944 until the fall of the Soviet Union, while ethnic Russians living in Estonia saw 
it as a monument to victory over the Nazis and the Soviet claims on Estonia.85 The planned 
statue move offended many Russians living in Estonia and offended senior officials in Russia. 
Sergei Lavrov, Russian Foreign Minister, threatened, “[Removal of the memorial and the en-
suing clashes] is disgusting. … There can be no justification for this blasphemy. It will have 
serious consequences for our relations with Estonia.”86

After the statue was moved, Russia launched a coordinated distributed denial of service 
(DDOS) operation, targeting the Estonian government itself, including “the President, Parlia-
ment, police, political parties, and major media outlets.”87 This DDOS lasted over three weeks 
and cost Estonia billions of euros.88 The operation appeared to come from patriotic hackers 
sympathetic to Russia.89 Estonia charged and convicted one Estonian student from Russia, 
Dmitri Galushkevich, with targeting a political party website.90 Yet, further attribution for 
the DDOS operation remained elusive. Some of the sources of the operation appeared to be 
in Transnistria, a pro-Russian breakaway republic situated between Moldova and Ukraine, 
and some Russian officials claimed responsibility for the DDOS.91 Officially, Russia denied 
involvement, even claiming they too were victims of the DDOS operation.92
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This DDOS operation, combined with other physical measures implemented by Russia, 
had a devastating impact on Estonia. At the same time as the cyberspace operation, Russia 
severed rail line traffic with Estonia for “repairs.”93 The DDOS operation also threatened to 
undermine public confidence in Estonia’s government, particularly when loss of access to 
banking services occurred for several hours.94 Finally, the operation appeared tailored to 
avoid triggering Article V of the NATO Treaty, the collective defense provision that renders 
“attack against one . . . shall be considered an attack against them all.”95  Estonia would have 
had difficulty describing how a DDOS operation qualified as an armed attack under this 
provision. While it caused losses and created confusion, such an attack does not cross the 
“threshold for reprisals.”96 

These cyberspace operations prompted NATO and Estonia to enhance their defenses. First, 
Estonia hardened its cyberspace defenses in light of this operation.97 Second, NATO recog-
nized and certified the NATO Cooperative Cyber Defence Centre of Excellence (CCD COE) 
in Tallinn in 2008.98  Finally, the NATO CCD COE invited the International Group of Experts 
(IGE) in 2009 to create the first of two Tallinn Manuals (discussed earlier in this paper).

The primary principle of international law that could have been applied to hold Russia 
accountable for the DDOS attack was due diligence. While specific attribution remained elu-
sive, Estonia built a compelling factual case that only Russian-backed proxy actors could 
have launched the DDOS attack.99 This was true even if the Russian government did not spe-
cifically direct the proxy hackers. Additionally, the hackers that facilitated the DDOS attack 
from Transnistria could have been identified as mercenaries.100 As a result, they could have 
faced criminal prosecution for their actions, assuming extradition would have allowed Es-
tonia to gain jurisdiction over those proxy hackers.101 Claiming combatant immunity under 
international law obviously would be non-availing for the hackers.

Georgia

The 2007 attack on Estonia was just the start of Russia’s large-scale proxy cyberspace oper-
ations. In 2008, Russia invaded South Ossetia in Georgia. Simultaneously, a DDOS operation 
began against “fifty-four news, government, and financial websites” impacting “thirty-five 
percent of Georgia’s Internet networks.”102 The National Bank of Georgia “had to suspend all 
electronic services” for eleven days due to the attacks.103

As with the Ukrainian example discussed at the beginning and again below, Russia launched 
these cyberspace-operations as part of its information warfare campaign. By disabling 
and disrupting the Georgian government’s ability to communicate with its people, Russia 
was able to fill the void with its own false narrative of the invasion and falsely claim legal 
legitimacy.104 This false narrative did not fool international third-parties as to Russia’s claims 
on South Ossetia, but it did temporarily sow doubts about Russia’s invasion at the local level.105
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Proxy hackers conducted most of these operations against Georgia. Motivated in part by 
patriotism, these hackers received marching orders through hacker forums which provided 
“tools, vulnerabilities, and target lists” for the hackers to use.106 Russia denied directing 
these proxy hackers, but these denials strain credulity when the timing and nature of these 
operations coincided with Russia’s invasion of South Ossetia.107 

Russia was clearly responsible under international law for the proxy hackers’ cyber-at-
tacks on Georgia. Apart from the telltale timing coinciding with the invasion, the presence of 
hacker forums that supplied tools and target lists proves Russia’s control over these hackers 
beyond any rational doubt.

Ukraine

Russia learned from its experiences in Estonia and Georgia when launching its operations 
against Ukraine in 2014. Coinciding with Russia’s invasion of Crimea, Ukraine faced a mas-
sive DDOS operation 32 times the size of the attacks on Georgia.108 Apart from the sheer 
scale, what made this DDOS operation different was Ukraine’s deployment of proxy hackers 
to counter by hacking Russian interests, who succeeded in defacing the Russia Today web-
site, replacing the word Russia with Nazi.109

These DDOS operations made up just one portion of the cyberspace operations conducted 
by both Russia and Ukraine over a period of several years. As noted above, Russia employed 
dozens of proxy trolls to engage in information warfare in support of their operations in 
Ukraine in 2014.110 These cyberspace operations continued throughout 2015, when Russian 
cyber-attacks disabled the Ukrainian power grid for several hours.111 Later investigations 
revealed that the malware that disabled the grid was intended to physically damage it.112 
Normally only State governments have the resources to develop this type of cyber weapon, 
as evidenced by the Stuxnet cyber-attack against Iran.113 In October 2020, the US indicted six 
persons for the power grid attack in Ukraine. All six indicted individuals work as officers of 
Russia’s GRU military intelligence agency.114 Proxy hackers rarely will have access to such 
a dangerous type of cyber weapon.115 Among other take aways, the tit-for-tat cyberspace 
operations in Ukraine, with both proxy and non-proxy means, underscores the challenge of 
properly identifying cyber-attackers.

Under international law, the DDOS operation against Ukraine mirrored the Russian efforts in 
Georgia. Russia continued to exercise effective control over the proxy hackers and coordinated 
the operation to coincide with its invasion of Crimea. Separately, the sophisticated power grid 
cyber-attack could not have come from any source without direct Russian government involve-
ment, as evidenced by the US indictment tying six Russian officials to the attack.

In March of 2022, Ukraine struck back with massive proxy attacks of its own, with over  
300,000 people known as the “IT Army of Ukraine” working to disrupt the Russian 
government.116 This group “has organized . . . distributed denial of service attacks on Russian 
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state websites,” and attempted to inform the Russian people “about what is actually going on 
in Ukraine.”117 

Proposed Actions to Counter Future Russian Proxy Hackers

Several theories of strategy formulation could help the US develop a policy to counter fu-
ture Russian proxy hackers, coercion theory remains the most relevant and applicable. As 
analyzed below, this theory allows the US to gradually escalate measures against Russia in a 
manner that complies with international laws and norms. 

Coercion Theory

Coercion theory has two main methods, both of which have importance when countering 
proxy hackers. The first method, deterrence, seeks to use threats to prevent an actor (State or 
non-State) from taking an action it might otherwise take.118 Deterrence threats can be threats 
of punishment or threats of denial.119 The threat of denial seeks to deter by convincing the 
target state that it will not achieve its aim (that the aim will be denied).120 The threat of pun-
ishment seeks to deter by convincing an actor that the coercer will inflict retaliatory pun-
ishment that exceeds the value of the desired stake.121 In the case of cyber, deterrent threats 
can be used to dissuade actors from engaging in hacking and cyber-generated disruption of 
all forms. 

Actors can be deterred for many reasons, thus allowing “enemies who have been deterred to 
save face,” because the reasons behind a successful deterrence remain unclear.122 The coercive 
threat might have caused the deterrent effect, or maybe something else entirely, which allows 
a State to attribute the reason they failed to act on whatever they can plausibly claim.123

The second method, compellence, seeks to force the target State to perform an act it would 
otherwise prefer not to perform, or to cease an act it has already started.124 Because suc-
cessful compellence forces the actor to take an action it would prefer not to take, there is 
no ambiguity or ability to save face. Actors typically do not want to be humiliated; they will 
seek therefore to evade or resist compellent threats. Other inherent challenges also make 
successful compellence difficult. First, timing is important. There must be a deadline that 
allows sufficient time for the target State to act, but at the same time places it on notice that 
consequences will occur by that deadline if no action has taken place.125 Second, the coercing 
state “must convey specific information to the actor being coerced.”126 Without that specific-
ity, compellence will fail.

Despite its drawbacks, coercion theory remains a useful framework for dealing with US ad-
versaries. By structuring a chain of escalatory threats and actions tethered to international 
law, the US can succeed in deterring or terminating adverse cyberspace operations.

Defend Forward and Persistent Engagement

In 2018, the US released the Department of Defense Cyber Strategy. One key provision, 
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“Persistently contest malicious cyber activity in day-to-day competition,” referred to as the 
“persistent engagement” or “defend forward” policy, has come to define USCYBERCOM op-
erations.127 The goal of defend forward is “the use of Defense Department cyber capabilities 
during day-to-day competition to disrupt or halt malicious cyber activity at or as close as 
practicable to its source.”128 Deterrence was not the specific goal of defend forward, but “[t]o 
the extent that defend forward contributes to deterrence, it does so incidentally by improving 
overall defense, reducing the likelihood of adversary operational success, and thereby con-
straining the adversary’s strategic options and resetting its benefit calculus.”129

One way that defend forward constrains the enemy, and imposes costs on proxy hackers, 
is USCYBERCOM’s “practice of uploading malware samples to the VirusTotal website that 
are discovered through persistent engagement’s routine operations and campaigns.”130 Brig. 
Gen. Smawley agreed that imposing direct costs on proxy hackers works.131 He described a 
typical defend forward operation, done with the consent of the host State, where the cyber 
operators search for malware and then publicly advertise the capture of the malware through 
cooperation with the Department of Homeland Security (DHS), which typically tweets about 
the operation.132 This causes public shaming of the hacker amongst his or her peers, and it 
makes worthless the money and time the hacker invested in the malware. The latter becomes 
worthless once DHS shares information with commercial entities that then patch systems to 
prevent the malware from working.133

Recommendations

The US can and should use both deterrence and compellence to counter the threat from 
Russian proxy hackers. Both methods follow existing international law and norms to counter 
a threat. First, the US can seek to deter actions, or compel Russia to cease ongoing opera-
tions, by threatening to expose and publicly attribute its proxy hackers’ malicious cyber-
space activities to Russia. This public attribution, backed with hard evidence of Russian 
involvement, can cause embarrassment to Russia in the international community. While 
the US has already attempted this public attribution several times in the past, such as with 
Alexsey Belan, some critics have noted the absence of hard evidence linking Russia to the 
proxy.134 Whether or not there is hard evidence, Russia inevitably will continue to falsely 
claim innocence, and/or claim as they did in Estonia in 2007 to be a victim of the same at-
tacks.135 But calling Russia out will take a toll.

And when the threat of public embarrassment fails to deter Russia from using proxy hack-
ers, the US should consider an escalatory campaign using all elements of national power 
– Diplomatic, Information, Military, and Economic (DIME). Any communicated threat that 
does not achieve the desired result should be followed by increasingly coercive actions to 
compel Russia to cease their use of proxy hackers. For example, diplomatic efforts should 
include specific threats of actions to be taken by a certain date if Russia does not take con-
crete and verifiable actions to stop proxy hackers. The specific threats could start with strong 
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economic sanctions and later progress to a proportional use of military force. This effort at 
compellence comes with definite risks of escalation, and should the US fail to back up the 
effort to compel with actions, Russia would then gain the upper hand because the threat of 
such actions would ring hollow in the future.

The table below depicts one possible progression of efforts to deter proxy hackers backed 
by State adversaries:

Table 1. Progression of Coercive Efforts.136  

Phases Phase 1 Phase 2 Phase 3 Phase 4
Possible US 
Deterrent 
Threats or 
Compellent 
Actions 

. Public attribution   
 of attacks backed by 
hard evidence
. Diplomatic conver-

sations with specific 
future actions and 
timelines

. Criminal prosecution 
of proxy hackers
. Sanctions against 

Russian Government 
Officials and all 
known hackers

. Preliminary cyberspace 
operations against Russian 
interests backed by public 
statements
. Military assets aligned 

against the Russian inter-
ests as a show of force

. Serious offensive cyberspace op-
erations against Russian interests 
backed by public statements
. Military force used against Russian 

cyber infrastructure

International 
Law or Norm 
Applicable

. Tallinn Manual 2.0 
Rule 17, Attribution 
of Cyber Operations 
by Non-State 
Actors137

. International Norm

. Tallinn Manual 2.0 
Rule 13, International 
Cooperation in Law 
Enforcement138 

.  International Norm

. Tallinn Manual 2.0 Rule 20, 
Countermeasures, (General 
Principle)139 
. Tallinn Manual 2.0 Rule 71, 

Self-Defence against Armed 
Attack140 

. International Norm

. Tallinn Manual 2.0 Rule 
23, Proportionality of 
Countermeasures141;
. Tallinn Manual 2.0 Rule 20, 

Countermeasures, (General 
Principle)142 
. Tallinn Manual 2.0 Rule 71, Self-

Defence against Armed Attack143  

The US can take additional steps where appropriate, but with the same desired effect; that 
is, a coerced Russia that is both deterred from supporting future proxy hacker attacks and 
compelled to stop proxy hackers from launching attacks from Russia.

Coercion has successfully worked in the past. One example from a real-world operation 
came after the downing of a $150 million drone by Iran in 2019.144  The US could arguably 
have responded with a kinetic armed response under the UN Charter, Article 2(4), which 
states “All members shall refrain in their international relations from the threat of force 
or the use of force against the territorial integrity or political independence of any state, or 
in any other manner inconsistent with the purposes of the United Nations.”145 This article 
is usually invoked by States as the right to self-defense. However, the US responded with 
non-kinetic cyberspace operations instead.146 While this bypassed lower steps in the recom-
mended deterrence or compellence actions, it shows the flexibility of coercion theory. It also 
illustrates application of the principle of proportionality: as noted in the reference, Iran’s 
attack on the drone did not lead to a loss of life, but an armed attack against the missile base 
that shot down the drone almost surely would have. In other words, depending on the sever-
ity of the attack, a nation could skip directly to military force under a theory of self-defense, 
but proportionality may well indicate a better course of action.
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CONCLUSION
As a leader in cyberspace operations, the US should, whenever possible, openly and trans-

parently call Russia out for its flagrant violations of international law and norms and its 
support of proxy hackers. Absent public efforts by the US, Russia and other adversaries will 
continue to be emboldened to leverage proxy hackers. Unchecked, proxy hacking attacks will 
further undermine the rule of law in cyberspace and increasingly threaten if not cause ir-
reparable harm to the international community. Unabated, proxy hacker attacks will spread 
disinformation, undermine public confidence in governments and diminish the ability of 
countries to maneuver freely in cyberspace.

The US should prioritize efforts to continue to defend forward and impose costs on proxy 
hackers and their supporters. Meanwhile, specific application of deterrence and compellence 
theories against proxy hacker efforts by Russia, combined with an effort to further develop 
international law and norms will help combat the problem. Over time, the use of proxy hack-
ers may diminish under the pressure of such sustained efforts by the US and its partners.  
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INTRODUCTION: DEFICIT IN CYBER TALENT IS A GROWING PROBLEM

How many personnel in the Department of Defense (DoD) can create and use com-
puter code? Using what coding languages? How well?  These are straightforward 
questions, but the answers are unknown, particularly to the personnel man-
agement system. The answers could also be a critical part of solving one of the 

DoD’s thorniest problems: filling the ranks of the US military’s cyber forces. In May 2019, 
then acting Secretary of Defense Patrick Shanahan said to Congress, "The scholarship and 
the recruitment and the retainment of cyber professionals is probably the greatest skill 
challenge that we have in the Department. There aren’t enough software engineers in the 
world, and there probably never will be.”1 The situation arguably has worsened since then. 
The Joint Staff Chief Information Officer, Lieutenant General Dennis Crall, in April 2021 
testified to Congress, 

“I am concerned about pace [of cyber recruitment]. I think the divide between the 
need is growing compared to what we are able to fulfill. I am not sure we are closing 
the gap… [we need] a new approach to our thinking.”2 

 In an increasingly cyber-dependent and volatile world with fierce recruitment competi-
tion from the private sector, the DoD needs to be more creative in recruiting, training, and 
retaining cyber talent. 

To date, the primary focus of the DoD has been attracting cyber talent from outside.3  
However, as the DoD is America’s largest employer with 2.91 million employees, it is es-
sential that it also recruit internally to see if already hired personnel can fulfill DoD cyber 
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talent needs.4 The services have considered and tried 
several ways, such as the Army Reserve’s Cyber War-
rior Database, the Air Force Cyber Aptitude and Talent 
Assessment, and the Cyber Excepted Service, to find 
these personnel.5 While this experimentation has had 
mixed successes, the DoD already has a proven pro-
gram that could perform this essential function - For-
eign Language Proficiency Bonuses (FLPB). The 2021 
National Defense Authorization Act mandates the DoD 
to create a coding program similar to FLPB within two 
years. The DoD uses this congressional mandate to cre-
ate Coding Language Proficiency Bonuses (CLPB) not 
only to identify candidates, but also to incentivize the 
acquisition, maintenance, and development of critical 
and perishable cyber skills in the military.6 

A PROVEN SOLUTION: CODING LANGUAGE 
PROFICIENCY BONUSES

FLPB offers a model that could readily be adapted to 
efforts to expand the coding language talent base.  The 
FLPB mission is to increase strategic foreign language 
and dialect capabilities by:7

1.	 Encouraging Service members with foreign 
language and dialect proficiencies to identify their 
proficiency level.

2.	 Incentivizing Service members to acquire, 
sustain, and improve foreign language and dialect 
skills. 

3.	 Incentivizing Service members whose military 
specialty requires a foreign language or dialect to 
expand their proficiency to other foreign languag-
es and dialects. 

4.	 Increasing the number of language profession-
als operating at proficiency levels 2-5 as defined 
by the Federal Interagency Language Roundtable 
(ILR) rating scale in languages and dialects of 
strategic importance to DoD.8

Lieutenant Colonel David R. Dixon is a Marine 
Corps officer and attack helicopter pilot. He de-
ployed twice to Iraq, once to Japan, and complet-
ed flying tours aboard the USS Boxer and USS 
Essex. He currently works in cyber infrastructure, 
risk, and resilience for the Department of Home-
land Security. Lieutenant Colonel Dixon attended 
community college before matriculating at Texas 
A and M University where he graduated with 
honors as a Lowry Mays Business Fellow. He later 
earned his master’s degrees from the Harvard 
Graduate School of Education and the Stanford 
Graduate School of Business.
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The FLPB program specifies that military personnel 
may receive anywhere from 100 dollars to a maximum of 
1000 dollars per month if they meet a threshold standard 
on Defense Language Proficiency Tests (DLPT) or other 
tests designated by the Defense Language Institute.9 The 
language(s) must be one (or more) that the Under Secre-
tary of Defense for Personnel and Readiness, military de-
partment secretaries, and service leadership designate 
on the DoD Strategic Language List.10 This leadership 
group annually reexamines this list and categorizes the 
languages by importance to current DoD mission sets. 
The payments are graduated based on the language’s 
payment category, how many languages the speaker 
knows, and the speaker’s skill level. Personnel must re-
test every twelve months to continue receiving the bo-
nus. In total, the DoD pays about $84 million a year to 
around 27,000 service members for certified proficiency 
in 120 languages and dialects of strategic importance.11

If FLPB can identify people with strategically import-
ant language skills within the DoD and encourage them 
to maintain or expand those skills, CLPB could do the 
same for Python, C++, Ruby, and other coding languag-
es.12 Personnel who annually meet the standard on the 
Defense Cyber Proficiency Test or another test desig-
nated by US Cyber Command (USCYBERCOM), which 
establishes joint cyberspace training and certification 
standards, could receive the bonus.13 The bonus would 
be adjusted based on the importance of the coding lan-
guage, the number of coding languages, and the skill 
level of the programmer. The current leadership group 
that determines the DoD Strategic Language List could 
expand to include the Commander of Cyber Command 
to create a separate DoD Strategic Coding Language 
List. Like the FLPB, the CLPB program would have the 
same simple, intuitive, and incentive-driven logic to 
motivate personnel to self-report their cyber skills as 
well as maintain and improve them. CLPB could also 
provide additional financial incentives for civilians 
with cyber skills to join the military. 

Captain Patrick J. Cirenza is a Marine Corps in-
fantry officer who has deployed to Afghanistan 
and Japan. He obtained his bachelor’s degree 
from Stanford University and his master’s de-
gree from the University of Cambridge where 
he wrote theses on cyber warfare and cyber 
espionage.
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Untapped talent potential exists in the DoD personnel pool and harnessing it requires an 
effective talent management solution. As one example, through one initiative to identify inter-
nal specialized skills, the Defense Digital Service found a service member who was extremely 
talented at calibrating sensors that had been “assigned to count pushups.”14 He now develops 
“low-frequency devices that detect and neutralize the threat of drones that drop grenades on 
special operators.”15 

While it is unlikely that there is an overabundance of cyber talent hidden in the DoD that 
will meet all the military’s cyber needs, there is certainly some. If even 0.1 percent of DoD 
personnel have coding abilities that the organization does not know about (which is signifi-
cantly lower than the estimated 2 to 2.5 percent of the general US population that have some 
professional knowledge of coding), that is almost 2,900 personnel who could potentially fill 
the hundreds of vacancies in the cyber forces.16 A 2017 RAND Corporation study estimates at 
the lower bound there may be as many as 14,201 soldiers with mid-level cyber expertise, and 
890 soldiers with deep expertise, in the Army National Guard and Reserve.17 As Raj Shah, the 
former head of Defense Innovation Unit Experimental said, “I think these pockets [of talent] 
already exist [in the DoD], we just have to identify them [and] cultivate them because the best 
will get frustrated and leave.”18 

HOW CLPB WOULD HELP RECRUIT, TRAIN, AND RETAIN CYBER TALENT 

Recruit

The DoD has many of the pieces of the cyber talent management puzzle already assembled 
– training pipelines and schools, military occupational specialties, retention bonuses, and ex-
isting units. Skilled manpower is the missing piece, and CLPB would help to fill the gap by 
empowering the DoD to internally recruit and incentivize upskilling within its vast personnel 
pool.  Either through a lack of knowledge, incentive, or directive, there are currently DoD 
personnel with unreported cyber talent who are not in cyber-related jobs. The main benefit of 
CLPB would be to have DoD personnel self-identify their cyber skills and prove them through 
rigorous annual testing, allowing the DoD to have better situational awareness of how they can 
recruit cyber talent internally – just as it does with language skills. Additionally, CLPB would 
be another incentivizing tool for recruiters as they look outside the military for cyber talent. 

Train

A CLPB program should include annual tests and bonuses adjusted based on the proficiency 
and type and number of strategically important coding languages; this would provide a pow-
erful incentive for DoD personnel to maintain and improve their cyber skills. Keeping CLPB 
would be the responsibility of DoD personnel, not the DoD – the powerful logic of the program 
is that it is driven from the ground up, not the top down. DoD personnel would keep their skills 
sharp either by training on their own time – as the beneficiaries of FLPB do – or by volunteer-
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ing to attend schools for which CLPB could make them eligible. The Defense Language Institute 
Foreign Language Center (DLIFLC) provides an excellent model both for flexible, self-paced 
online learning and for intensive in-person courses that could be replicated for coding.

Retain

Once the CLPB program identifies, maintains, and develops latent cyber talent, it can feed 
DoD personnel into the multiple existing cyber retention programs and act as a force multipli-
er. Beyond the CLPB, there are already several bonuses and benefits with similar aims, such as 
the Selective Reenlistment Bonus, through which the Army pays up to $82,000 to soldiers with 
cyber skills for a six-year reenlistment.19 Bonuses like CLPB on top of base pay are essential for 
retaining cyber talent – especially when competing with the private sector or even other gov-
ernment agencies. For context, beginning in 2021 the Department of Homeland Security will 
be able to hire cyber professionals with a salary of $255,800 – the Vice President’s salary – or 
up to 150% ($322,100) of it “in special circumstances.”20  

CLPB could also serve as a feeder for DoD exclusive units and mission sets. FLPB current-
ly works in this role as a powerful retention tool that already keeps many personnel who 
could earn more in the private sector. Recipients of FLPB are both notified of and are eligible 
for jobs in the US Defense Attaché Offices, Security Cooperation Offices, and International 
Health Specialists, among others.21 CLPB could do the same with USCYBERCOM, the Na-
tional Security Agency, or the Department of Homeland Security. These jobs have unique 
mission sets that are often not legal or found at a comparable scale in the private sector; and 
they would train DoD personnel in elite skills for immediate deployment rather than in a 
theoretical or limited capacity.

THE WAY FORWARD
How much are the answers to the questions posed at the start of this article worth to the 

US military? That is difficult to quantify, but the costs of the cyber skills gap are easy to 
estimate. Fortinet found in 2022 that 80% of organizations worldwide could attribute one or 
more data breaches to “to a lack of cyber skills and/or awareness.”22 IBM estimates that the 
global average data breach in 2022 cost $4.35 million.23 Malicious cyber actors have probed 
DoD networks millions of times a day – for years.24 For fiscal year 2015, DoD requested per-
mission from Congress for $132 million “to help pay for identity protection and background 
investigations” following the Office of Personnel Management breach that affected 23 million 
personnel.25 Surely the cost of these breaches and other incidents is many times the likely 
cost of the CLPB program, which would be justified by its critical role in support of the DoD 
cyber mission and offset by savings in external recruiting and hiring expenditures. CLPB 
would not be a panacea, but the cyber skills gap in the DoD must be filled and there is an 
untapped gold mine of coding talent in the DoD. 
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The 2021 National Defense Authorization Act mandates that the Secretary of Defense mea-
sure and incentivize programming skills “in a manner similar to the way the Defense Lan-
guage Proficiency Test measures competency” within two years.26 Thus, the legal foundation 
and impetus for a CLPB program are already established. Accordingly, as the DoD works to 
develop this program, there is no need to reinvent the wheel, because this talent manage-
ment problem is not unique to cyber skills. The fundamentals of concept, organization, and 
implementation already exist in the easily replicable form of FLPB. The DoD can use this 
comparatively cheap, proven program to incentivize existing DoD personnel to self-identify, 
maintain, and improve their cyber talents. If the program is a success within the DoD, it 
could also be opened to the roughly 1.4 million non-DoD US government employees – most 
of whom already have the motivation to serve their country.27

A CLPB program designed along the lines outlined above would be a simple but powerful 
step in the direction of meeting the NDAA mandate: a program with high potential to solve one 
of the most important and urgent talent management problems the DoD faces.  Development of 
this program should include potential qualification standards, elucidate coding/programming 
needs, lay out career paths in the various coding and other cyber-related fields, and specify 
appropriate combinations of training, education, and experience that would best contribute to 
professional development along these career paths.  

DISCLAIMER
The views expressed in this work are those of the author(s) and do not reflect the official 

policy or position of the United States Military Academy, the Department of the Army, or the 
Department of Defense.
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ABSTRACT  

Whichever country successfully harnesses AI throughout its military first may obtain 
both a decisive advantage while also changing the character of war for future gener-
ations. Therefore, it is vital for the US to be the first to employ autonomous weapons 
systems in an operational environment. The Cyber Mission Forces have an urgent 
and operational need to augment its forces with autonomous and semi-autonomous 
cyberspace capabilities to meet its ever-expanding mission objectives. Exempting 
autonomous cyberspace capabilities in Department of Defense Directive (DODD) 
3000.09 will (1) provide near-term benefits that avoid the path of a hollow Cyber 
force but (2) may create legal implications that could undermine the directive. Ulti-
mately, maintaining human involvement through centaur warfighting is needed to 
minimize the legal implications created by the “cyber exemption” in DoDD 3000.09 
and the operational risks of deploying autonomous weapons systems into an opera-
tional environment.

INTRODUCTION 

2023 may mark the year the Age of AI began, as an increasing number of Ameri-
can commercial companies test and field AI solutions. Microsoft set the Internet 
ablaze when it unveiled ChatGPT release 4, the artificial intelligence (AI)-driven 
chatbot, to the world. Its advanced conversational capabilities prompted the found-

er of Microsoft, Bill Gates, to proclaim that the Age of AI had begun.1 Gates made this 
claim after challenging the creators of ChatGPT to train its AI to pass an Advanced Place-
ment Biology exam. He specifically chose biology because the exam would challenge AI 
to apply logic to abstract concepts – a notable weakness of many of today’s AI solutions. 
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To Gates’ amazement, instead of taking two to three 
years of development, ChatGPT-4 was able to finalize 
its product after only several months of training, with 
an outside expert scoring a 5 (the highest possible 
score) to the AI’s six essay responses.2 

Just as importantly, the Pentagon released a 
much-needed update to Department of Defense (DoD) 
Directive 3000.09, Autonomy in Weapon Systems, in 
January 2023. Updates were needed, as in the decade 
since the directive’s initial release the Pentagon has 
conducted very limited testing of autonomous sys-
tems. Project Maven is the DoD’s most visible AI proj-
ect, focused on processing full-motion video and imag-
ery from its drones.3 Meanwhile, China is testing and 
training its autonomous systems in military games 
based on real-world scenarios and Russia has deployed 
autonomous systems in Syria to test them in battle-
field environments.4  Though US strategic competitors 
are testing their autonomous weapons systems in op-
erational or realistic test environments, the Pentagon 
is decidedly emplacing the foundations to harness AI 
throughout the military and may be further ahead in 
its long-term strategy than publicly known. In this ar-
ticle, the terms “artificial intelligence,” “autonomous 
systems,” “AI-powered systems” and “autonomous 
cyberspace capabilities” are used interchangeably to 
describe both semi- and fully autonomous systems.

Einstein once said that if he had an hour to solve a 
problem, he would spend 55 minutes thinking about 
the problem and 5 minutes thinking about solutions.5 
The Pentagon has taken critically important steps in 
actively thinking about its autonomous systems di-
lemma by implementing AI across its 31-plus-4 “sig-
nature system” modernization priorities6 and leverag-
ing AI for its Joint All Domain Command and Control 
(JADC2) system.7 The Army Futures Command is fo-
cused on further developing autonomous systems.8  
The Deputy Secretary of Defense launched the Artifi-
cial Intelligence and Data Acceleration (ADA) Initiative 

LTC Jon Erickson, is a Cyber and Signal officer 
and a Functional Area 26B (Information Systems 
Engineer) in the U.S. Army Reserves serving as 
the Assistant Chief of Staff, G6 for the 200th Mil-
itary Police Command. He is a graduate of the 
Army War College. His previous assignments 
include serving as a Brigade S3 and a Battalion 
Commander in the 335th Signal Command, and 
Assistant Chief of Staff, G6 for the 79th Theater 
Sustainment Command. LTC Erickson has three 
combat deployments – Iraq, Afghanistan, and 
Kuwait – and one overseas tour in Germany. 
jon.v.erickson.mil@army.mil.



JON ERICKSON

SUMMER 2023 | 53

in 2021 to expedite deployment of AI-enabled technologies to combatant commands.9 Per-
haps most importantly, the DoD’s Defense Advanced Research Projects Agency (DARPA) is 
developing an Explainable AI program where AI solutions can explain its output or deci-
sions that humans can understand.10 The Government Accountability Office created the AI 
Accountability Framework, which ensures accountability and responsibility for autonomous 
systems use by federal agencies, to include the DoD.11 Lastly, the just released DoDD 3000.09 
establishes an Autonomous Weapon System Working Group to consider the full range of DoD 
interests throughout the development lifecycle for autonomous weapon systems.12

The updated directive will facilitate autonomous weapons systems development rather than 
burden developers with bureaucracy by providing a clearer process to develop and deploy 
AI-powered systems as well as adding a requirement to follow DoD AI Ethical Principles. Per-
haps the most critical component is the exemption of “autonomous or semi-autonomous cyber-
space capabilities” from this directive.13 On one hand, this exemption recognizes the already 
widespread commercial employment of autonomous cyber capabilities (from most Endpoint 
Detection and Response solutions to chatbots like ChatGPT). On the other, it could reflect DoD 
willingness to take risks in the Cyber domain to push forward its autonomous systems de-
velopment efforts. The reality is that there are very little established international laws and 
norms for cyberspace and, of those that are established, have not managed to keep cyberspace 
peaceful. Thus, the “cyber exemption” in DoDD 3000.09 may also serve as recognition that the 
likeliest threats to the United States will originate from cyberspace and is therefore practical to 
exempt developers of cyberspace-based AI-powered systems to speed up their delivery of these 
capabilities. Another possibility is that the DoD  created this cyber exemption because of its 
belief that its Defense Acquisition System process will ’catch’ any autonomous system to allow 
the DoD’s Chief Digital and Artificial Intelligence Officer to monitor and evaluate AI capabil-
ities.14 “Or perhaps DoD is trusting that Cyber Command and the future iteration of its Joint 
Cyber Warfighting Architecture (JCWA), operating as an integrated Cyber weapons platform, 
will provide the oversight to control the employment of AI-powered systems in cyberspace.15 
Regardless of the motives for this cyber exemption, updates to DoDD 3000.09 are well-timed, 
as the DoD’s Cyber Mission Forces (CMF) have an urgent and operational need to augment its 
forces with autonomous and semi-autonomous systems.

AVOIDING THE PATH OF A HOLLOW CYBER FORCE
The use of adversarial AI-powered capabilities in cyberspace will inhibit the 

ability of the Cyber Mission Force to effectively defend everywhere. China’s ac-
tivities in the East China Sea provide a useful analogy to show the negative ef-
fects that adversarial AI could have on a CMF not augmented with autonomous 
cyberspace capabilities. China uses its vast quantity of military aircraft to enforce its ter-
ritorial claims by flying near Japanese airspace resulting in its small number of Japanese 
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pilots scrambling to respond.16 On one hand, this creates a real risk of miscalculation 
that could turn into a larger conflict while, on the other, China’s provocations are eroding 
Japan’s air combat readiness – taking away training time, increasing stress on the pilots, and 
straining Japan’s ability to respond to all air incursions. AI-powered attacks will have similar 
effects on the CMF as China is having on Japan’s air force. Multi-vector distributed denial of 
service (MV-DDoS) cyberattacks give a glimpse of how an AI-powered attack can overwhelm 
the CMF. An MV-DDoS achieves its denial of service through different methods of DDoS 
targeting Layers 3, 4 and 7 – the network, transport, and application layers, respectively – 
and using amplification protocols – such as UDP, TCP SYN, DNS amplification – not only to 
exponentially increase the volume of data to overwhelm defenders but also to obfuscate the 
threat actor’s identity.17 Several cyberattacks in the first half of 2021 alone have employed 
27 to 31 different vectors18 and up to nine different amplification protocols.19 As DoD moves 
more of its workload into the cloud, multi-vector attacks powered by AI will overwhelm the 
human capacity to respond. Augmenting the CMF with autonomous cyberspace capabilities 
is not only critical for defending the DoD Information Network (DoDIN) but also crucial for 
defending forward.

To move from reacting to cyberattacks to proactively preventing or disrupting cyberattacks, 
Cyber Command implemented a key concept called “defending forward” to intercept threats 
and degrade capabilities before it reaches the DoDIN.20 Defending forward consistently and 
successfully requires sufficient investments by the DoD. The Director of Operational Test & 
Evaluation’s (DOT&E) FY21 Annual Report recommended that cyber operators are resourced 
at levels like kinetic warfare operators.21 The DOT&E report highlights that the Pentagon 
has not invested sufficient resources in training and equipping its cyber operators. Training 
is even more important with AI, as poor problem definition, faulty training data sets, or a 
myriad of other factors could lead to unintended engagements. Instead, the Pentagon contin-
ues to pour billions into its digital modernization strategy and emerging technologies.22 The 
increasing number of cyber missions and cyberattacks will detract from training time and 
erode CMF readiness, creating the fear of a hollow cyber force.23

Therefore, the initial focus for integrating autonomous cyberspace capabilities should be 
to support Defensive Cyber Operations (DCO) focused on Internal Defensive Measures (DCO-
IDM). With cybersecurity and AI being priorities of the DoD Chief Information Officer’s 
digital modernization strategy combined with the release of updates to DoDD 3000.09, it 
should be anticipated that DoD will, if it has not already, employ many defensive autonomous 
cyberspace capabilities throughout the DoDIN and in cooperation with Allied and partner 
networks.24 Deploying autonomous cyberspace capabilities will free cyber defenders from 
performing time-consuming and labor-intensive tasks such as data collection, consolidation, 
and correlation, which commercial AI solutions already perform.25 AI-powered cybersecurity 
capabilities can already streamline and automate the ability to identify, protect, detect, and re-
spond to threats without human intervention. Additionally, defense is a necessary foundation 
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for offense, as defendable networks protect cyber weapons such as EternalBlue from being 
stolen.26 An April 2021 Government Accountability Office report assessed that the federal 
government needed to enhance its response to cyber incidents, highlighting the need for 
more investment in DCO-IDM tools.27

Another reason to focus on cyber defensive autonomous systems is that the ability for AI to 
conduct offensive cyber operations (OCO) is not proven. However, AI can support OCO in the 
areas of (1) cyber reconnaissance, where AI-powered systems can scan, gather information, 
and conduct open-source searches to map adversarial cyber terrain, and (2) access develop-
ment, where autonomous systems exploit vulnerabilities and trust relationships to develop 
cyber avenues of approach. At the same time, autonomous systems offer the CMF the ability 
to persistently engage in cyberspace by “manning” and operating limitless listening posts/
observation posts (LP/OP) throughout cyberspace. LP/OPs are used in the physical world 
as the “primary means of maintaining surveillance of an assigned avenue of approach or 
named area of interest.”28 And much like coalition operations, LP/OPs in cyberspace can be 
manned by allies and partners on their own networks to develop a larger and more data-rich 
threat intelligence network to prevent breaches or mitigate potential threats before they can 
cause damage. At the same time, as AI is mapping and observing the adversary’s network 
– identifying weaknesses and vulnerabilities as well as cyber key terrain – cyber operators 
can practice executing its mission on a mock-up of the adversary network similar to the Navy 
SEALs’ mock-up of Bin Laden’s compound before their raid.29 The battlefield deployment of 
autonomous systems in cyberspace is critical to the readiness of the CMF. However, exemp-
tions and ambiguities in DoDD 3000.09 may create legal implications where failures in an 
autonomous cyberspace capability could lead to unintended engagements or operational risk 
that undermines the directive.

LEGAL IMPLICATIONS OF AUTONOMOUS CYBERSPACE CAPABILITIES
While DoDD 3000.09 should facilitate development of autonomous systems in accordance 

with existing rules and ethical principles, no weapons system is publicly known to have 
gone through the review process in the decade since the directive was first published.30 
Deploying AI-powered systems in an operational environment should not happen by exploit-
ing an exemption for cyberspace, as the revised directive “does not apply to autonomous or 
semi-autonomous cyberspace capabilities.”31 DoD defines cyberspace capability simply as “a 
device or computer program… designed to create an effect in or through cyberspace.”32 The 
directive’s cyber exemption creates multiple unknown legal implications and risk vectors.

The exemption for cyber raises policy questions about whether the DoD views the physical 
and cyber domains as separate and independent domains when it comes to autonomous 
systems, when in fact these two domains interact with each other in complex ways. An 
exemption for autonomous systems operating in the virtual world may in fact create unin-
tended engagements in the physical world that will undermine the directive. For example, 



56 | THE CYBER DEFENSE REVIEW

KILLER BOTS INSTEAD OF KILLER ROBOTS 

according to the directive, an autonomous or semi-autonomous weapon system that employs 
non-lethal, non-kinetic force is required to undergo a thorough vetting and review process. 
However, under one interpretation of DoDD 3000.09, if the autonomous system creates an 
effect in the physical domain but through cyberspace, then it may be exempted from the 
directive’s vetting and review process and allow a Commander to assume the risk of its use. 
Unless this exemption is clarified, the DoD may see a spike in unintended engagements from 
the ambiguity and confusion around this cyber exemption.

In the last thirteen years, several cyber attacks illustrate the concerns about the ambigu-
ous directive’s cyber exemption. Stuxnet is the first known cyberweapon to cause physical 
damage through cyberspace, and there have been more recent examples of attacks using 
non-lethal kinetic force through cyberspace. In 2015, hackers infiltrated the German steel 
mill’s business network through social engineering to then access the mill’s network that 
controlled its operational technology and control systems. The attackers were able to cause 
multiple failures that resulted in massive damage to the steel mill’s blast furnace.33 Through 
electric vehicles (EV) themselves or through EV charging stations, hackers could take con-
trol of the vehicle to cause a crash, steal user data, and could also use the EV or EV charging 
station to infiltrate the charging network to shut down fleets of electric vehicles, buses, or 
trucks or compromise the electric power grid.34 While a traditional car requires 500-600 
chips, the number of chips in a smart car has reached upwards of 5,000 chips – presenting 
attack vectors.35 Meanwhile, a laptop uses only one chip and is responsible for a myriad 
number of daily cyberattacks. While the steel mill attack and EV hacks are not caused by an 
autonomous weapon system, it raises the question of whether an autonomous system oper-
ating only in cyberspace but causes physical damage would have been required to undergo 
a thorough vetting and review process in accordance with DoDD 3000.09. In the directive, 
the role of the DoD’s Chief Digital and Artificial Intelligence Officer is merely to monitor and 
evaluate AI capabilities rather than approve its use.36 And if this hypothetical autonomous 
system should have been vetted, the language in the directive is unclear and ambiguous. 

One reason to clarify any ambiguities around the cyber exemption is that employing 
AI-powered systems in cyberspace will often be more advantageous than in the physical do-
mains of land, sea, air and space and, therefore, be the preferred attack vector. First, nearly 
every military system is going to be connected to a network, allowing for remote connectivity. 
Stuxnet demonstrates how even air-gapped networks can be infiltrated. Second, cyberattacks 
do not require physically deploying Soldiers or equipment in sovereign territory, achieving 
similar results through cyberspace. Lastly, a cyberattack can continue to perpetuate beyond 
physical borders for an infinite time. Russia’s NotPetya malware, discussed in the next para-
graph, leveraged the NSA’s EternalBlue cyber weapon to attack Ukraine and nearly crashed 
the world with its cyberattack.
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Another reason for clarifying the directive’s cyber exemption is that the military appli-
cation of an unpredictable or misbehaving autonomous weapon system on a mostly civil-
ian technology infrastructure could cause a worldwide crash. Russia’s NotPetya malware 
is the closest example that makes the point about the need to vet and review autonomous 
cyberspace capabilities rather than exempt them. Russian hackers created a back door into 
a Ukrainian company’s update server to release NotPetya, which was created to spread rap-
idly and indiscriminately. While Ukraine was the intended target, NotPetya crippled ports, 
paralyzed corporations and froze government agencies worldwide. To illustrate the speed 
of proliferation, the network of a large Ukrainian bank was taken offline in 45 seconds and 
even when computers were patched, a vulnerable computer allowed the malware to re-infect 
the patched computer.37 The estimated damages were around $10 billion worldwide, with 
10 percent of all computers in Ukraine needing to be wiped.38 Experts expect to see even 
more damaging malware in the future. Although NotPetya is not an autonomous system, this 
malware shows the challenge of confining a cyber weapon to a geography, limiting within 
the cyberspace domain, or to civilian versus military infrastructure. Coupled with the un-
predictability of AI behavior in the real world with indiscriminate malware like NotPetya, 
an exemption for autonomous systems in cyberspace raises significant legal, ethical, and 
operational concerns that may undermine DoDD 3000.09. Regardless, maintaining human 
involvement as a moral agent is needed to minimize the legal implications created by the 
directive’s cyber exemption and the risks of deploying autonomous weapons systems in an 
operational environment.

RESOLVING THE AUTONOMOUS SYSTEMS DEPLOYMENT CHALLENGE THROUGH 
CENTAUR WARFIGHTING

A human-centric approach to autonomous system design should be a foundational element 
of US warfighting. Additionally, human-machine teaming is paramount to multidomain oper-
ations and operating in the Age of AI. In this new operational environment, a vast majority of 
activities will be best served by human-machine teaming, or “centaur warfighting.”39 The fog 
of war in cyberspace will be shaped by the volume, variety, velocity, and quality of data being 
generated by billions of devices communicating at machine-speed. AI, speaking in machine 
language, can peer through the digital fog of war to deliver intelligible information. The ad-
vantage in centaur warfighting is that it combines the speed and reliability of machines with 
the creativity and flexibility of human intelligence while keeping humans as moral agents.

In the fog of war, there is little proof that AI will be able to operate in accordance with 
international laws or norms around the use of force and of armed conflict. The NotPetya 
malware demonstrates how poor coding can result in a cyber weapon incapable of following 
the jus in bello principles of discrimination and proportionality. Factor in intangible factors 
that humans face every day, to include ethical, moral, and personal values/beliefs, and it is 



58 | THE CYBER DEFENSE REVIEW

KILLER BOTS INSTEAD OF KILLER ROBOTS 

difficult to conclude that AI-powered systems will function as anticipated in an operational 
environment. In one example in 2018, Uber’s driving system could not classify a pedestrian 
walking their bicycle across the middle of the road and away from a crosswalk. The system 
continued its internal deliberations traveling at 39 miles per hour when it finally alerted the 
driver at only 0.2 seconds before impact.40 Artificial intelligence consistently struggles to 
function as intended, even in a real-world, low-stress, non-military operational environment.

The Uber accident also demonstrates the fallacy of human control over autonomous sys-
tems. A myth is that the more decisions an autonomous system can make, the less knowl-
edge or less engagement a human operator must have. In fact, the opposite is true in that a 
human operator must not only know how the weapon system operates but how the auton-
omous system “thinks” and its “biases.” While the Army’s Patriot missile defense system 
is not an autonomous system, its automated capabilities make it a proxy concerning the 
dangers of trying to replace human operators. At the commencement of Operation IRAQI 
FREEDOM, the Patriot batteries operated in “automated mode,” which meant that the system 
and not a human were interrogating targets.41 After the Patriot system mistakenly shot down 
a British aircraft, the Army put the system launchers on standby but continued to operate 
the Patriots in automatic engagement mode. When an American fighter jet was mistakenly 
identified as an incoming Scud missile, the director used the wrong language to cause the 
Patriot system to fire a missile.42 The root cause had less to do with the director using the 
wrong language but more so the repurposing of software biased to shoot down ballistic mis-
siles in a less crowded upper atmosphere for re-use in a complex, crowded, dynamic lower 
atmosphere composed of friendly and enemy forces as well as civilian and military aircraft.43  
This episode highlights the third major legal implication of relying on AI-powered systems in 
the operational environment - the use of faulty or untrained autonomous systems or, in this 
case, repurposing AI from its original/intended use.

The Uber accident and Patriot incident bring to light the misplaced goal of designing AI 
solutions that can operate with humans “out of the loop,” where AI can work independently 
but have the safety net of being able to hand off to humans when the AI cannot decide or act. 
This means that a human is engaged at the end of the process, receiving all the blame for 
poor decisions or inaction by the autonomous system. Operating in the Age of AI requires 
humans and AI to work interdependently, where both the human and AI are fully engaged. A 
human-centric approach to autonomous systems means designing AI solutions that extend 
human capabilities. To use airplane pilots as an example, AI should function as a co-pilot – 
always engaged, providing information, or able to take over for the human pilot – rather than 
as an auto-pilot button that’s either on or off. In a human-centric approach to AI, the human 
is determining the level of AI’s involvement while AI is always engaged in the background.

As a matter of clarification, human involvement does not imply human control. Human 
involvement can generally be roughly divided into three levels. A human can be “on the loop” 
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by supervising and overseeing, be “in the loop” by making decisions, or be “out of the loop” 
by deferring decisions to the autonomous system. Human accountability for the results of 
a lethal action should not be removed. However, a Soldier should not need to approve every 
step of the kill chain, just as Navy personnel are not required to do so with its Aegis fire 
control system to shoot down air threats.44 Regardless, the ethical, operational, and strategic 
risks of autonomous systems increasing the likelihood of conflict or war are a real possibility. 
The legal implications of the cyber exemption in DoDD 3000.09 could undermine the direc-
tive, further adding to the need for human involvement through centaur warfighting.

CONCLUSION
Despite concerns about autonomous weapon systems, it is important to consider that “the 

United States was the first country to adopt a formal policy on autonomy in weapon sys-
tems.”45 Though the policy only applies to the Department of Defense, the Government Ac-
countability Office’s AI Accountability Framework ensures all federal agencies, to include 
the DoD, are following guidelines to ensure that AI systems are responsible, equitable, trace-
able, reliable, and governable.46 Lastly, the updates to DoDD 3000.09 made some much-need-
ed clarification that will allow the US to continue to be a leader in the legal and ethical uses 
of autonomous systems. For example, one major update in the directive is that autonomous 
weapons will “complete engagements within a timeframe and geographic area," which would 
prevent the US from deploying an AI-powered cyber weapon like NotPetya that is unbounded 
in time or geography.47

At the same time, it is counterintuitive for the Pentagon to exempt “autonomous or semi-au-
tonomous cyberspace capabilities” merely because it operates in cyberspace. The Stuxnet 
malware and the German steel mill incident are two examples of cyber weapons that caused 
physical damage while only operating in the cyber domain. Therefore, human involvement 
through centaur warfighting is critical to minimize the legal implications created by the 
cyber exemption in DoDD 3000.09 and to mitigate risks of deploying autonomous weapons 
systems in an operational environment. 

Whichever country harnesses AI throughout its military may obtain both a decisive ad-
vantage and change the character of war for future generations. Therefore, it is vital for the 
US to responsibly and safely employ autonomous weapons systems in an operational envi-
ronment. The Cyber Mission Forces will be one of the largest beneficiaries of operating with 
autonomous cyberspace capabilities, as adversarial AI will not only inhibit the CMF’s ability 
to defend DoD mission systems but also corrode its readiness. Autonomous cyberspace ca-
pabilities not only avoids the path of a hollow cyber force but enhance the DoDIN’s defenses, 
which protect cyber weapons like NSA’s EternalBlue from being stolen. Additionally, AI can 
be trained to support offensive cyber operations in the areas of cyber reconnaissance and 
access development. Centaur warfighting in the Age of AI will allow the US to continue to 



60 | THE CYBER DEFENSE REVIEW

KILLER BOTS INSTEAD OF KILLER ROBOTS 

safeguard and advance vital US national interests by harnessing the speed and reliability of 
machines with the creativity and flexibility of human intelligence while keeping humans as 
moral agents. Ultimately, maintaining human involvement through centaur warfighting is 
needed to minimize the legal implications created by the cyber exemption in DoDD 3000.09 
and the risks of deploying autonomous weapons systems in an operational environment.  

DISCLAIMER
The views expressed in this work are those of the author(s) and do not reflect the official 

policy or position of the United States Military Academy, the Department of the Army, or the 
Department of Defense.
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ABSTRACT  

This article provides an overview of updates to the Dyadic Cyber Incident and Cam-
paign Dataset (DCID). Whereas most efforts to catalogue cyber incidents focus on 
curated lists and attack typologies, the DCID uses a standardized set of coding proce-
dures consistent with best practices in social science. As a result, the analysis reveals 
there is a tendency to exaggerate the use and impact of cyber operations, obscuring 
their role as an instrument of disruption, espionage, and sabotage, and comple-
ments to larger coercive campaigns. The article outlines the construction of version 
2.0, which documents rival, state-to-state use of cyber operations as an instrument 
of power. The expanded dataset introduces additional incidents based on various 
web-searching methods and human coder cross-validation while also adding new 
variables for ransomware, supply chain attacks, and connections to ongoing infor-
mation operations. DCID 2.0 contains 429 incidents representing a critical attempt 
to scope the domain of conflict among strategic rivals.

INTRODUCTION

I n the 21st century, cybersecurity is an increasingly critical issue for competition and 
conflict among all actors in the international system. The cyber domain,2 which en-
compasses digital competition across the physical, logical, and persona layers of cy-
berspace is not only a site of contestation but a focal point for debates about strategy, 

defense spending, and alignment of human capital to national security priorities.3 It is now 
common to argue that cybersecurity is a top tier security threat that will dominate future 
battles through the speed of interaction and the fast pace of technological advancement.4
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Due to the increasing connectivity of the modern 
world, competition and conflict in information space 
are the new norm and international interactions in-
creasingly take place in and through the cyber domain. 
From digital thefts that sustain authoritarian regimes, 
to attempts to destabilize the foundations of democracy, 
digital connectivity provides new options for state and 
non-state actors to engage in contentious politics. Cyber 
connectivity is thus a risk as much as it is an opportu-
nity. Since security was not built into these networks, 
and still is often an afterthought, this pattern of contes-
tation is likely to continue. Therefore, researchers owe 
the public and policymakers new datasets that identify 
patterns and trends defining how major state actors use 
cyber operations against their rivals. This article sug-
gests one set of data collection variables that attempt to 
address this issue.

Constant threats from adversaries hasten the need for 
clear, open-source, and timely data on cyber incidents 
to counter and defend rival cyber operations, which are 
becoming an ever-growing threat to global stability and 
connectivity. Cybersecurity is an operational domain 
of conflict functioning almost wholly without data that 
might illuminate observers on the scope of the issue. 
The field has no clear awareness of the baselines for 
cybersecurity incidents and few methods of collecting 
information to rectify this problem. This challenge was 
noted in the policy community, culminating in the Cy-
berspace Solarium Commission’s failed recommenda-
tion of a Bureau of Cyber Statistics to collect cyberse-
curity data.5

This article details the expansion of the Dyadic Cy-
ber Incident and Dispute (DCID) Dataset first produced 
by Valeriano and Maness6 and expanded into version 
1.5 with Maness, Valeriano, and Jensen.7 Version 2.0 
represents a new statement of comprehensive data 
coding for state-to-state based cyber conflict. With this 
data expansion, we add additional incidents, expand 
the timeline, and add in new variables for such factors 
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as ransomware, supply chain attacks, and connections 
to ongoing information operations. DCID 2.0 has 429 
incidents representing a critical attempt to scope the 
domain of conflict among strategic rivals. An exhaus-
tive search of other data sources has been consulted 
to identify any missing cases ensuring that this data 
supersedes all previous efforts to catalog the domain.  

In this article, we put cyber data in context, explain 
our design choices, and outline our early findings. We 
then review our coding procedures and report reliabili-
ty statistics. Finally, we report new results on the num-
ber and impact of cyber operations over time, demon-
strating that cyber operations are on the rise, used 
differently by each state based on their interests, and 
that the U.S., its allies, and partners can develop more 
coherent policies by understanding how and when 
their adversaries are using the cyber interactions ma-
liciously. Additionally, the best course of action to deter 
and discourage malicious cyber actions is suggested. 

Cybersecurity Data

Current literature and research provide an incom-
plete picture of the cyber landscape. Organizations 
that collect cyber event data often encounter extreme 
roadblocks since cybersecurity operates as a covert or 
clandestine instrument of power – often undeclared 
and unattributed.8 Limited efforts to provide data ex-
ist because automated coding of reports of incidents, 
including using natural language processing methods 
are complicated by the lack of available non-proprietary 
data. Transparency of incidents due to monetary or rep-
utation costs also leaves many incidents incomplete or 
undisclosed in the public record, thereby, complicating 
data collection.  

Four types of data exist in the literature. First, event 
lists provide information to researchers. Second, an-
nual documents by cybersecurity companies report 
summaries of information and statistics of known cy-
ber events. Third, while not exclusively data, the wider 
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body of literature uses case studies, anecdotes, and 
analogy to inform strategy. Finally, attack typologies 
that classify attack types as well as techniques and pro-
cedures to support real-time cyber defense operations 
are included. 

For the first category, various organizations have 
sought to provide data in the form of lists to the com-
munity. The Council on Foreign Relations (CFR) Cyber 
Operations Tracker and the Center for Strategic and In-
ternational Studies (CSIS) Significant Cyber Incidents 
provide short summaries of available incidents.9 The 
Carnegie Institute also produces a smaller list of at-
tacks involving financial institutions.10  

These lists lack the ability to provide comparative 
variables, primarily categorical but also interval, be-
cause they do not limit incidents relative to analysis.11  
Instead, these lists serve as a qualitative summary of 
incidents according to their respective criteria but not 
formatted in a manner consistent with the scientific 
study of conflicts.12 Furthermore, no summary statis-
tics or quantitative products are provided alongside, 
limiting their true potential to social science. Without 
awareness of the norms and process of dataset collec-
tion, these sources fail to build what is typically thought 
of as a dataset, a well-planned effort to catalog existing 
efforts in a community including associated variables 
and information to support replication.13 What is in-
cluded, and excluded, plus the reliability checks of the 
data are missing, leaving the community largely in the 
dark without valid sources of data.  

A graphical representation (Figure 1) outlines the 
types of data available to researchers. CSIS and CFR 
code known incidents regardless of target and attacker. 
Comparing all known incidents from one time to anoth-
er provides little insight for comparative analysis due to 
unclear selection methods. For the specific purpose of 
measuring the political impact of attributed incidents 
and testing of theories on escalation, deterrence, and 
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persistent engagement, DCID collects incidents with 
reasonable attribution of responsibility and evidence 
in the public record. Additionally, since the purpose is 
to capture activity of contentious states, DCID collects 
only incidents involving nation-state historic rivalries.14   

 

 	

Figure 1: Types of Cyber Incidents 

Second, cybersecurity companies produce sever-
al annual reports with claims of increasing quantity 
and severity of attacks, all released for a significant 
fee. Yet, these statistics limit the scope to the clients 
of their software or services. Little comprehensive data 
without significant bias exists to provide statistics that 
can withstand academic scrutiny, with compilations of 
secondary and tertiary sources crowding out primary 
sources and surveys in these reports.15 Additionally, 
cybersecurity companies do not reveal or share propri-
etary data, making compilation, fact checking, or com-
parison of statistics difficult to impossible. 

Third, the quality of research methods across cyber 
strategy literature varies significantly, with several 
well-researched case studies. However, much of the lit-
erature relies on logic and analogy, rather than facts. 
The existing academic debates on cyber strategy contin-
ue to diverge in their conclusions rather than converge, 
with deterrence advocates and persistent engagement 
advocates becoming more entrenched in their convic-
tions.16 This divergence occurs because little to no con-
vincing data exists to persuade either side of what the 
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facts are to uphold any claims of one side or criticism 
of the other. 

Attack typologies can be useful for defense but lack 
systematic comparisons, and do not help establish pat-
terns and trends outside of attack types. It is therefore 
a different level of analysis, where it is not about state-
craft and more about technical dimensions of best prac-
tices in terms of technical defense. One attack frame-
work created by MITRE Corporation named ATT&CK, 
utilizes a mixed method of technical and behavioral 
collection methods, and could be incorporated into our 
collection processes in subsequent versions of DCID.17 

Overall, there are multiple types of social science 
analyses available to researchers, but the genre of 
quantitative social science, is largely missing from cur-
rent analysis, thereby revealing the precarious foun-
dations of the field of cybersecurity.18 As outlined in 
previous versions of DCID, a codebook exists to ensure 
researchers understand how the data was coded.19 Pre-
vious publications outline the data collection fields that 
include the countries involved, the date, website sourc-
es, and ten additional categorical classifications. New 
to this dataset are binary indictors for supply chain, 
ransomware, and information operations, as well as a 
categorical variable on the infrastructure sector, as out-
lined by the NIST cybersecurity framework.20 

The peace science data collection revolution brings 
us to the methods utilized for the collection of the data 
contained in DCID. Two datasets, the Militarized In-
terstate Dispute Data (MID) and International Crisis 
Behavior Data (ICB), are efforts that contributed to 
this revolution.21 Over the decades, researchers in the 
international relations field moved beyond narrative 
descriptions absent structured, coding methodologies 
that lent themselves to replication studies and search-
ing for aggregate patterns. In the case of Cold War era 
pioneering data efforts, the use of early punch card 
computing and coding schemes was designed to under-
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stand the causes of war and which crises were more likely to escalate. It was academics trying 
to serve the broader policy community. Here, we make a similar intervention, trying to take 
an inductive approach to knowledge construction that facilitates bridging the gap and offering 
empirical data other researchers can use and policymakers can review to develop cyber poli-
cies and strategies.22

The state of data collection leaves cybersecurity, national security, and social science re-
search in a vacuum. Those researching trends in cyber incidents are left without clear sources 
of unbiased, peer-reviewed information. These pathologies provide the motivation for this proj-
ect as we bring the DCID data into the new decade. 

Coding Cyber Incidents

To code cyber incidents means isolating in time and space given available information re-
garding attempts by rival states to launch a major cyber operation in pursuit of foreign policy 
objectives. This definition sets the term “incident” apart from everyday cybercrime and consti-
tutes a range of activities from leveraging patriotic hackers to high-end cyber tools exploiting 
configuration vulnerabilities in national networks. Each incident might include hundreds if not 
thousands of individual attempts to breach a network and deposit malware – just as a major 
military operation encompasses countless tactical engagements and battles. In the same way 
that earlier work on militarized disputes and crises isolated particular acute state interactions, 
the DCID attempts to isolate how states compete in and through cyberspace. 

As the United States (U.S.) struggles to implement breach data notification reporting laws 
that would provide data for awareness of cyber incidents, a series of consequential cyber oper-
ations occurred from 2020 to 2021.23 From SolarWinds to the Microsoft Exchange vulnerability 
to the Colonial Pipeline ransomware attack, the U.S. is reacting to incidents with little compre-
hensive awareness of trends and patterns. Data are necessary to anticipate future challenges 
and to measure the effectiveness of our current strategy.

There are three reasons the national cyber strategists require a publicly available database of 
cyber operations. First, there is the issue of strategic planning and budget justification. In the 
U.S., DoD must demonstrate that it is meeting the requirements for cyber forces at the strate-
gic level. Publicly available data can provide an open-source method for general analysis that 
demonstrates the requirements for offensive and defensive forces. The rationale for funding 
and resources does not withstand public scrutiny without a medium to communicate trends in 
cyber operations.

Second, publicly available data provide an indication of what is known for larger audiences, 
and not just military practitioners. Data that engage public sources can be leveraged to under-
stand how cyber operations become known to the public, from what sources, and for what pur-
pose. We also have no reason to assume that what is revealed publicly is not a representative 
sample of the presumably larger, covert operations. 
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Finally, and perhaps most importantly, the international community is interested in the spon-
sorship of public goods that allow the academic community to participate and contribute to 
scholarship that advances the theoretical aspects of cyber conflict theory. As such, our dataset 
is a public good that is free to access and use for the academic community. Academics debate 
persistent engagement, deterrence, coercion, and escalation, but do so with little hard data to 
demonstrate the efficacy of each of their theories.24  Without data, evidence on the competition 
of theories is absent, and new theories will not mature, which leads to suboptimal policy.

 We manage the collection of the data in a novel manner, using a combination of academics, 
U.S. military staff officers, and student interns. For this research, a cadre of researchers pro-
vided guidance to twelve student interns in the Virtual Student Federal Service (VSFS).25 Using 
an interactive process, the team developed a method of collecting, reviewing, and filling out 
the data needed to create a full and original dataset that included a plethora of independent 
variables and sourcing information.   

After an introduction to the existing academic literature, including journals, books, blogs, 
websites, and prior data collection efforts, the students used publicly available information 
(PAI) to expand on the DCID 1.5 dataset, which gathered data through 2016.26 For inclusion 
of cyber incidents in this dataset, there must be open-source evidence that a nation-state is 
culpable for the cyber operation in question.27 After an initial round of data gathering, the stu-
dents cross-reviewed the work of other students. To ensure data quality, a team of experienced 
researchers reviewed the students’ work. At the end of their efforts, reliability statistics were 
collected after a review of the final coding outcomes. 

As outlined in previous versions of DCID, the codebook exists to ensure researchers collect 
data accurately.28 Previous publications outline the data collection fields, which include the 
countries involved, the date, website sources, and ten additional categorical classifications. 
New to this dataset are binary indicators for supply chain, ransomware, and information op-
erations, as well as a categorical variable on the infrastructure sector, as outlined by the NIST 
cybersecurity framework.29 Since the researchers are primarily English speakers, we accept 
the Anglophone bias inherent in our research methods and acknowledge this caveat.  

Due to the covert or clandestine nature of cyber operations, as well as the limited public 
reporting on state-initiated action in the domain, the coding processes for this project are hu-
man-driven. Although machine learning web-scraping processes have been proposed,30 we 
concluded that the nuance and meticulous procedures needed for coding cyber operations re-
quire a human touch. Training processes include the instruction of uniform search terms and 
procedures by project leaders so that accuracy and replicability are assured. Project leaders 
then verify all incidents coded for final inclusion or exclusion into the dataset.

Researchers should be aware of biases and caveat results when conducting analysis using the 
DCID. This issue is common across all datasets; here we provide an open-source dataset that 
others can use and modify to suit their needs. We also review all other publicly known incidents 
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coded in other datasets to ensure complete coverage. Many incidents were discarded due to 
incomplete sourcing, the likelihood that are criminal operations and not state directed, and the 
bias to report incidents that attack financial systems. For example, some datasets include an 
overabundance of cryptocurrency attacks that we could not attribute to state action, or even 
external attacks, since many operations are insider attacks. 

Dataset Details 

The core of any dataset is the explicit original variables identified and documented. In DCID 
2.0, there are several variables coded for each cyber incident. The first are the start dates and 
end dates for each incident, reported as accurately as possible. For the start date, most reports 
analyzed gave approximate month and specific year. The end date given for each operation is 
the approximate earliest public reporting of the termination of the incident. 

While multiple terms for actions in cyberspace exist across the academic databases, the 
term “incident” has a very specific meaning in U.S. code,31 which we build on here.32 “The term 
“incident” means an occurrence that  (a) actually or imminently jeopardizes, without lawful 
authority, the integrity, confidentiality, or availability of information or an information system, 
or (b) constitutes a violation or imminent threat of violation of law, security, policies, security 
procedures, or acceptable use policies.”33 We generally avoid the term cyber-attack since it is 
contested and devoid of meaning in popular usage.34 

Next is the cyber method variable, which consists of four overall categories. The first is 
Vandalism (Website defacements, propaganda) where hackers use SQL injection or cross-site 
scripting (forms of command code) to deface or destroy victims’ web pages. Although rather 
benign, these attacks may have important psychological effects on their intended audience. 
The second category is denial of service (DDoS, Botnets, data blocking): DDoS attacks flood par-
ticular Internet sites, servers, or routers with more requests for data than the site can respond 
to or process. Such attacks are coordinated through "botnets," or a network of computers that 
have been forced to operate on the commands of an unauthorized remote user. The primary 
impact of DDoS attacks via botnets is the temporary disruption of service. The third category 
is network intrusions ("trapdoors" or "trojans" and backdoors).35 Spear phishing is utilized to 
inject these cyber methods into networks. Here the initiator sends emails to employees or con-
tractors of the targeted network and, if the email is opened, the intrusion is introduced to the 
system. Finally, the fourth category is network infiltration with examples of attacks including 
logic bombs (wiper malware), viruses, worms, and keystroke logging.36 These methods force 
computers or networks to undertake tasks they would normally not undertake. 

Target type is the next variable coded and comes in three forms. The first is private/non-state 
includes targets such as the financial sector, power grid, or multinational corporation (MNC). 
The second is government non-military variable, with the U.S. State Department and Depart-
ment of Homeland Security (DHS) government websites, or the Office of Personnel Management 
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(OPM) as primary examples. Last is the government military variable, where entities such as 
DoD, U.S. Cyber Command, or U.S. Strategic Command are primary examples here. 

The next category for the cyber variables coded in DCID is titled “strategic objective for 
initiators” and comes in four forms: 1) Disruption: Examples include taking down websites or 
disrupting online activities. These are usually low-cost, low-pain incidents such as vandalism 
or DDoS techniques. 2) Short-term espionage: These are acts that gain access which enables 
a state to leverage critical information for an immediate advantage. 3) Long-term espionage is 
an event that seeks to manipulate the decision-calculus of the opposition far into the future 
through leveraging information gathered during cyber operations to enhance credibility and 
capability, an example being China’s theft of Lockheed Martin’s F-35 plans. Finally, 4) De-
grade is the category that includes attempts of physical degradation of a target’s capabilities. 

Our next variable is binary and labeled “cyber-enabled information operation” (CIO). For 
our purposes, we want to distinguish information warfare operations from the more universal 
awareness of attacks in and through cyberspace as conceived by the public. We also want to 
avoid the broad definition of information operations as defined by the U.S. military, which 
includes electronic warfare, psychological operations, and social network exploitation, among 
others. To avoid muddying the waters more, we instead focus on information operations in the 
midst of cyber incidents, what we call cyber-enabled information operations (CIO).37

The restriction to operations launched during ongoing cyber operations allows us to focus 
on how information and data are weaponized adjunct to cyber incidents and campaigns. Rath-
er than documenting more broad attacks on truth and meaning, we seek to understand how 
information can be manipulated and utilized to message in a psychological operation against 
a target. Its plausible that CIO’s are improved using demographic or personal data stolen from 
initial cyber incidents, to personalize or tailor a specific message to manipulate a specific 
audience.

The next variable is titled “objective achievement” and is binary: Did the cyber incident 
achieve its intended purpose is the main question asked of coders. For example, did the dis-
ruptive attack successfully shut down a website via denial of service? Did an espionage tech-
nique breach the intended network and steal the information it sought to acquire? Did the 
degradation achieve damage to its intended target? 

The “Concession” variable is where a binary score of the presence or absence of a conces-
sionary behavioral change. Coding behavior change can be considered quite subjective, and 
therefore collaboration with multiple peers and researchers has been utilized in the coding of 
this variable. If there is an observable change in foreign policy by the target state as a result 
of the initiator’s cyber operation, we code the presence of a concession. These events are quite 
rare, as it has been found that there are limitations on the coercive power of cyber operations.38  

In terms of the severity of the impact of each cyber incident, a revised severity scale is included 
in this version of DCID. The scale is interval and is numbered 1 through 10, with “1” indicating 
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the least severe cyber operation and  “10” denoting the most severe possible incident. It must 
be noted that in the DCID version 2.0, no state-initiated cyber operation has evoked a severity 
score above “6.”39 For a cyber incident to be coded with a severity score, there must be a suc-
cessful breach, where widespread destruction has been found on either a single or multiple 
networks. An example of an incident with this score is the Iranian degradation attack on Saudi 
Arabia’s oil giant Aramco, in which wiper malware erased the hard drives on nearly 30,000 
workstations in 2012. 

Cyber incidents coded with severity scores 1 through 5 have traits as follows: an incident 
coded as “1” are the more passive cyber operations, where packet sniffing and probing, as well 
as spyware that has not been activated and is found before it has been, are examples of these 
low-level operations. Incident levels labeled as “2” are forms of cyber harassment, propaganda, 
and events that deny access to information or disrupt daily activity on a network for a short 
duration. Incidents that are coded with a severity score of “3” are most espionage campaigns, 
in which we see the theft of valuable or classified information from a single network. Cyber 
incidents that are given a “4” severity score are coded as such when there are multiple network 
and widespread data breaches and espionage activity from the initiating state. Finally, inci-
dents receiving a “5” severity score are those that infiltrate either a single or multiple critical 
networks and attempt physical destruction. 

Next is “Damage Type” conceptualized from scholars and is categorical ranging from 1 to 
4.40 Where (1) refers to “Direct and immediate” damage and costs that are felt immediately. 
Then (2) “Direct and delayed” damage by an incident that takes months if not years to disrupt 
or damage. Next is (3) “Indirect and immediate” damage which was not the original intent of 
the imitator. Examples include reputational damage or loss of confidence in the target by an 
audience. Lastly, (4) “Indirect and delayed” damage and costs for incidents that would be felt 
at a future point in time.

Finally, the last variable carried from DCID 1.5 is “Specific political objective.” The aim is 
deciphering why the cyber incident was launched in the first place. For example, for the Sony 
Hack the objective was to stop the release of the movie The Interview. A maximum of two polit-
ical objectives is allowed.

Considering the changing trend of cyber incidents and to improve analysis, the authors up-
dated DCID with three new variables. The first variable is categorical and labeled "Critical 
Infrastructure” (CI). This additional variable differentiates between targets vital to national and 
economic security of the nation as designated by DHS and the Cybersecurity and Infrastructure 
Security Agency (CISA).41 Further, CI is coded 1-16 to represent the 16 sectors. In addition, notic-
ing a blind spot, the authors added “17” to represent academic institutions that produce critical 
and innovative research for the nation.42 The categorization of entities will help policymakers 
and industry alike understand the evolution of targets as rivals shift interest and seek influ-
ence across sectors. 
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Our second addition is a binary variable labeled “Supply Chain.” We consider targeted com-
panies that serve or provide a service to any of the critical infrastructures listed (1-17). Further, 
the service or product to the critical infrastructure may be in different forms such as software 
for network, technology, or IT management. For example, it may include billing systems, cloud 
services, or remote access systems like a virtual private network (VPN). SolarWinds serves as 
a reminder that cyber actors target supply chain firms and attempt to manipulate products for 
backdoors, steal passwords or relevant data, and disrupt or engage in espionage.

The final addition is a binary variable labeled “Ransomware.” An incident is coded as ran-
somware if a target suffers from a loss of data, control, unauthorized encryption, or otherwise 
locked out of their systems until a “Ransom” is paid in currency, either hard or digital. Previ-
ously recorded incidents were retroactively updated with the new variables for a complete set.

In practicality, any set of incidents gathered in a dataset includes only a biased subset of ex-
isting cyber actions. The bias is important for international security analysis, as it represents 
those attacks publicly known between two actors.43 This provides a semi-complete picture of 
the landscape for deterrence, persistent engagement, and escalation studies, as well as com-
parative statistics between time periods. Despite the limitations of data collection efforts, compre-
hensive data of what is known is more valuable than speculation on what is unknown. 

The Devil is in the Details – Cyber Relations over Time

Figure 2 shows a graphical represen-
tation of cyber incidents categorized by 
strategic objective for initiators for the 
years 2000-2020. Espionage campaigns 
make up over 61 percent of the data, 
indicating that the battle for informa-
tion and intelligence is where states are 
finding utility with cyber operations. 
Whether it be short-term espionage 
incidents that aid in operations in the 
information environment, or long-term 
ones that steal intellectual property to 
fill a technological gap in one’s military 
organization, it is information asymmetries and intelligence gathering that provide tangible 
value to initiating states’ national security objectives. 

Disruptions are utilized roughly 28 percent of the time, are low-risk and inflict pain, but can be 
interpreted as a type of ambiguous signal intended to demonstrate displeasure with a previous 
action of the target state.44 Degradations, utilized just over 10 percent of the time, are riskier and 
escalation-prone as their intent is to permanently deny the target a capability it once previously 

Figure 2: Incidents by Strategic Objective: 2000-2020
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had. These types of cyber incidents are also the most likely to produce concessions from the 
target state.45 However, they are expensive as well as risky, and are usually only developed and 
deployed by the powerful states, making them rarer. 

Table 1 shows the strategic objective categories parsed by the initiating country for the pre-
vious iteration of DCID that covers 2000-2016. China, Russia, Iran, and North Korea, the four 
major cyber adversaries of the U.S., lead the world in terms of initiating countries, and target 
the world’s only superpower often. This will be used in  Table 2, which provides the updated 
list of strategic objective initiators.  

Table 1. DCID 1.5: 2000-2016
Initiating Country Disruption Short-term espionage Long-term espionage Degrade Total
China 17 37 18 2 74
Russia 19 23 12 11 65
Iran 8 9 12 4 33
North Korea 13 3 6 4 26
United States 0 1 9 11 21
Pakistan 11 1 1 0 13
Israel 1 0 7 1 9
India 6 1 0 0 7
South Korea 4 3 0 0 7
Japan 3 0 0 0 3
Ukraine 1 0 0 1 2
Turkey 1 1 0 0 2
Georgia 1 0 0 0 1
Syria 1 0 0 0 1
Taiwan 0 1 0 0 1
Vietnam 0 0 0 1 1
Total 86 (32%) 80 (30%) 65 (24%) 35 (13%) 266

	                      Source: Data from Maness, Valeriano, and Jensen, 2019.

Table 2 shows the updated descriptive statistics by strategic objective, with the four au-
thoritarian countries leading the pack once again. Given the fact that most democratic coun-
tries around the world are restrained from launching frequent cyber operations, this is not 
surprising. In the U.S., for example, for a long time the authority to launch an offensive cyber 
operation (OCO) lay solely with the President. After the revision of the DoD Cyber Strategy 
in 2018, the commander of USCYBERCOM now has Title 10 authority to launch cyber opera-
tions that are considered below the threshold of armed conflict, with the President retaining 
the sole authority for those considered to be above that threshold.46 Furthermore, the U.S. 
does keep most of its cyber methods and actions classified, making this open-source data 
more than likely undercounting U.S. cyber operations as a result. 
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Table 2. DCID 2.0 Update: 2000-2020
Initiating Country Disruption Short-term espionage Long-term espionage Degrade Total
China 22 49 42 2 115
Russia 28 39 30 16 113
Iran 13 21 21 10 65
North Korea 24 10 19 6 59
United States 1 1 9 9 20
Pakistan 13 4 3 0 20
Israel 2 0 7 1 10
India 6 2 0 0 8
South Korea 4 3 0 0 7
Japan 3 0 0 0 3
Ukraine 1 0 0 1 2
Turkey 1 1 0 0 2
Georgia 0 1 0 1 2
Syria 1 0 0 0 1
Taiwan 1 0 0 0 1
Vietnam 0 1 0 0 1
Total 120 (28%) 132 (31%) 131 (31%) 46 (11%) 429

China and Russia still top the list as the most frequent initiators of cyber operations, with 
their great power adversary, the U.S., being the primary target. China has continued its 
espionage campaigns, and these have largely increased during the years 2016-2020. After 
a slight détente with the U.S. in 2015 following the Office of Personnel Management (OPM) 
hack, it seems that China is back to its old ways. Russia’s hacking has also spiked consider-
ably, with the U.S. and Ukraine targeted the most by these recent cyber operations. Iran has 
increased its cyber presence in the Middle East, and North Korea has turned to cybercrime, 
including cryptocurrency theft, to bulk up its numbers during these four years. 

Table 3 shows the countries that have been victims of cyber operations in descending 
order of frequency. The U.S., South Korea, Ukraine, India, and Israel have been subject to 
cyber operations with the greatest frequency. Increased intensity between rivals is the likely 
culprit behind this increase. The U.S. continues to be barraged by Russia and China; South 
Korea and North Korea continue their intense rivalry in cyberspace; Ukraine is on the brink 
of a Russian invasion at the time of this writing; and the India-Pakistan and Israel-Iran 
rivalries continue to endure. Furthermore, Table 3 indicates the percent increase in cyber 
incidents each state has experienced between DCID 1.5 and DCID 2.0. While most nations 
have continued to see increased frequency of operations, the United Kingdom and Turkey 
stand out as the two countries experiencing the greatest increase in operations, mainly due 
to low-incident frequency in a database that includes exclusively rival dyads.
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Figure 3 displays the frequency of cyber inci-
dents in the data over time. The year represents 
the end date of the operation. DCID 2.0 includes 
operations as recent as 2021 and subsequently 
captures additional operations that were not yet 
public upon release of version 1.5. Since the sig-
nificant jump in 2014, the prevalence of cyber op-
erations has remained high. However, the increase 
in initiated cyber operations remains concentrated 
among authoritarian countries, while democracies 
continue to be targeted at increased rates, demon-
strating the imbalance between these two types of 
systems.

 

Figure 3: Frequency of Cyber Incidents Over Time (DCID 1.5 vs. DCID 2.0)

A critical question often ignored in cybersecurity is the efficacy of operations. Do cyber op-
erations achieve their objectives when hacking their targets? Other key questions include the 
participation of third parties or the connection to information operations. Table 4 represents 
the percentage of cyber operations that have generated concessions, have had multiple initi-
ators, have a cyber-enabled information operation result in the initiation, and have achieved 
their intended objective in terms of breaching the targeted network. With the addition of new 
incidents into DCID 2.0, the efficacy of the operations has dropped across all dimensions. There 
have been no new observable behavioral changes as a direct result of a cyber operation for the 
years 2016-2020. China has focused on disinformation campaigns along with its more tailored 
espionage operations, which are arguably less coercive. 

In this dyadic dataset, we also see very few joint state initiatives, as countries seemed to keep 
to themselves when launching their operations. In this version of the data, cyber-enabled infor-
mation operations cover about a fifth of the dataset. As influence operations and disinformation 

Targeted Country DCID 1.5 DCID 2.0 Percent Increase
United States 82 138 68
South Korea 26 46 59
Ukraine 15 28 87
India 20 28 40
Israel 11 20 82
Japan 13 18 38
Iran 14 17 21
United Kingdom 3 13 333
Russia 11 12 9
Saudi Arabia 7 12 71
Taiwan 7 12 71
Turkey 4 11 175
Georgia 6 8 33
Pakistan 7 8 14
Vietnam 4 8 100
Philippines 5 8 60
China 7 7 0
Lithuania 4 6 50
Germany 3 5 67
France 3 4 33
Estonia 4 4 0
Canada 2 3 50
Poland 3 3 0
Syria 1 1 0
Lebanon 1 1 0

Table 3. Countries by Frequency of Target  
(Comparison of DCID 1.5 & DCID 2.0)
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continue to be weapon-
ized, we expect this trend 
to grow as future updates 
of the data are produced. 
There is a clear connec-
tion between cyber operations and digital influence operations, but the basis for this is unclear.  

Severity and Impact

Figure 4 shows cyber incident severity over time. Although the number of cyber operations 
continues to grow as states integrate them into their foreign policy and military strategies, the 
relative severity over time has remained quite constant. Most cyber operations have severity 
scores between “2” and “4,” which ranges from disruptions and propaganda to network espio-
nage in these types of operations we see states find the utility of cyber incidents as force mul-
tipliers in hybrid operations. Russia utilizes cyber operations to sow chaos and confusion by 
spreading propaganda in target countries. China’s espionage campaigns, in its view, are con-
tributing to its rise as an economic and military superpower. It is these types of operations we 
expect to see more in the future as governments learn the primary utility of cyber operations. 

Figure 4. Severity of Incidents Over Time: DCID 2.0  

Table 5 shows which severity levels have increased the most between DCID version 1.5 and 
2.0. As expected, we see severity levels “3” and “4” rise the most, as these categories encom-
pass primarily espionage campaigns. Attempted physical destruction, which are operations 
under severity level “5” have also risen sharply. Strategic sabotage is being attempted more 
often, but with limited success.47 

In terms of the severity levels between “7” and “10,” we have yet to observe these more 

Total 
Incidents

Concession Third Party  
Initiator

Information 
Operation

Objective 
Achievement

DCID 1.5 266 12 (4.5%) 25 (9.4%) 73 (27.4%) 242 (91%)
DCID 2.0 429 12 (2.8%) 32 (7.5%) 96 (22.4%) 368 (85.8%)

Table 4. Incident Categorization, Count, and Percent of Incidents 
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dangerous operations. States have yet 
to leverage cyberspace to take down fi-
nancial markets, turn out the lights for a 
long period of time, or intentionally con-
tribute to the loss of life. There are deter-
rence and restraint mechanisms at play 
here, as no nation wants to be the first to take these more severe actions, which would likely 
lead to a more dangerous and unstable cyberspace.48

Ransomware, Supply Chain, and Critical Infrastructure

Ransomware attacks are attributed to only four states during the years 2000-2020. Looking 
at Table 6, acts of ransomware remain a motivation of non-state actors, primarily cyber-crimi-
nal groups. The Russia-based, non-state group REvil became internationally known due to its 

role in the Colonial Pipeline incident, which shocked 
oil supply as well as prices in the Eastern U.S. in 
2021.49 The group has since been disbanded and 
its members arrested by the Russian government. 
Russia has launched false ransomware incidents, 
such as NotPetya, to act as smokescreens so that it 
can more freely maneuver within Ukrainian govern-
ment networks, but this method is not common.50 

Given the potential lucrative earnings that successful ransomware attacks produce, these 
operations benefit states with limited gross domestic product output and trade. As such, we 
can expect isolated and desperate actors like North Korea to continue to use ransomware 
as an alternative, low-cost method to fund its regime. North Korea has grown quite adept in 
cybercrime in recent years, with the theft of cryptocurrency as well as the famous WannaCry 
ransomware operation being prime examples. In 2021, the North Korean regime stole nearly 
$400 million in cryptocurrency.51 WannaCry, launched in 2017, led to nearly $4 billion in 
losses globally.52 Whether to earn currency for the regime or cause global disruptions, North 
Korea is punching above its weight regarding damaging criminal operations. 

Table 7 highlights how cyber incidents targeting supply chains are increasing in recent 
years. China, Russia, Iran, the U.S., and North Korea are the most active states, with 88 
percent of all incidents. Exploiting global supply chains and supply-side trust entities with 
malware is now a common tool in the cyber domain. The reason is simple, affiliates and trust-
ed entities generally spend less on cyber defenses, focus less on updating their equipment, 
and are ripe targets for phishing attacks. Attacking the weaker third-party actor is a viable 
means of penetrating the hardened bunker that is usually state-based cyber entities.   

Analyzing supply chain incidents further, Figure 5 visualizes the share of supply chain 
incidents by Initiator from 2000 to 2020. Through the years, there has been an average of 

0 1 2 3 4 5 6
DCID 1.5 0 9 92 97 53 12 3
DCID 2.0 2 15 115 159 115 18 5
Percent Increase 200 67 25 64 117 50 67

Table 5. Cyber Severity Changes between DCID 1.5 and 2.0 

Initiating Country DCID 1.5 DCID 2.0 Percent Increase
Russia 3 4 33
China 1 3 200
North Ko-rea 0 3 300
Pakistan 1 1 0
Total 5 11 120

Table 6. Frequency of Ransomware 
Incidents between DCID 1.5 and 2.0  
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8 supply chain incidents per year among all initia-
tors. In the first decade (2000-2010), China targeted 
the highest quantity of supply chain entities with 
16 incidents out of 37 for the entire decade, with a 
sharp drop in the final year (2010). The U.S. follows 
China with 9 incidents, followed by Russia with 5. 
However, in the next decade (2011-2020), there is 
a significant growth in targeting supply chains by 
Russia with a total of 33 incidents, overtaking Chi-
na (31), Iran (19), North Korea (11), and the U.S. 
with only 4 incidents. In all, the first decade of the 
twenty-first century, supply chains experienced 37 
incidents compared to 110 incidents for the sec-
ond decade. This is a 197% increase and highlights 
the strategic focus of China, Russia, Iran, U.S., and 
North Korea. 

Figure 5. Supply Chain Incidents Over Time DCID 2.0 
* Note: The researchers found no supply chain incidents in the years: 2000, 2002, 2004 and are therefore absent from this time-series graph.

Table 8 breaks down the frequency of attacks on Critical Infrastructure (CI) between DCID 
1.5 and 2.0. The most targeted CI among both versions is government facilities, with about 
42% of the total share. The next most frequent CI sectors targeted are the academia and 
information technology sectors, which make up around 10 percent each. With strategic com-
petition among states on the rise, we expect these sectors to continue to be targeted. 

Public health facility targeting is on the rise, which is concurrent with the rise in ransomware 

Targeted Country DCID 1.5 DCID 2.0 Percent Increase
China 32 48 50
Russia 23 38 65
Iran 10 19 90
U.S. 10 13 30
North Korea 5 12 140
Israel 5 6 20
Pakistan 1 4 300
South Korea 2 2 0
Vietnam 1 1 0
India 1 1 0
Taiwan 1 1 0
Turkey 1 2 100
Ukraine 1 1 0
Total 93 148 59

Table 7. Frequency of Supply Chain Incidents 
between DCID 1.5 and 2.0  
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attacks during the COVID-19 crises during 
2020 and 2021. Despite conventional wisdom, 
there is no significant evidence of increased 
attacks on nuclear facilities, financial services 
(economic cyber warfare), or water treatment 
facilities. This finding does not invalidate the 
need to protect these sectors, but the idea of a 
dramatic increase in these sorts of attacks is 
not evidenced by this version of the data. 

To analyze CI further, Figure 6 visualizes CI 
according to initiating state. Once again, Chi-
na, Russia, Iran, and North Korea take the lead 
in targeting CI over the U.S.. Where China has 
conducted the most operations against CI, it fo-
cused primarily on Government Facilities (54), 
followed by Academia (13) and Information 
Technology (12). 

Russia follows China closely in focusing more 
on Government Facilities (56), then Academia 
(10) and Energy (9). Further, this analysis high-

lights that, while both advanced in cyber capabilities, each has separate aims in its opera-
tions. China is focused on cyber operations that steal information from the private and public 
sectors for diplomatic aims or improving its markets through intellectual property theft. On 
the other hand, Russia is less interested in improving its domestic market through intellec-
tual property theft and more interested in cyber as a tool of disruption. 

Figure 6. Critical Infrastructure Incidents by Initiator 

CI  
Sector

DCID 
1.5

DCID 
2.0

Percent 
Increase

Government Facilities 128 179 40
Academia 18 41 128
Information Technology 29 44 52
Financial Services 18 31 72
Energy 18 29 61
Defense Industrial Base 12 19 58
Public Health 4 17 325
Communications 7 16 129
Transportation 7 14 100
Commercial Facilities 12 12 0
Nuclear Reactors, Materials, Waste 8 13 63
Chemical 2 5 150
Critical Manufacturing 3 4 33
Water and Wastewater Systems 0 3 300
Dams 1 1 0
Emergency Services 0 0 0
Non-CI 1 1 0
TotalS 268 429 60

Table 8. Frequency of Critical Infrastructure
Incidents between DCID 1.5 and 2.0
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Next are the nascent but rapidly improving cyber states. Iran focused on Information 
Technology (15), then Government Facilities (11), and tying for third is Academia and 
Energy for 10 incidents each. Instead, Iran’s cyber operations are tailored less on circum-
venting international sanctions and toward a diplomatic end. Iran seeks a regional power 
rebalance by targeting its top rivals, Israel and Saudi Arabia, signaling its resolve. 

North Korea pursues a different approach as the other nascent power. This is because 
its top two targets are Financial Services and Government Facilities, with 16 incidents 
each, and its third target is Academia (6). North Korea uses cyber operations to circum-
vent international sanctions to fund their regime, spy on South Korea and academia that 
influences policymakers. With unsuccessful diplomatic efforts under the Trump admin-
istration, North Korea is likely to explore other ways to leverage its cyber operations in 
seeking sanction relief. 

By contrast, as an advanced cyber actor, the U.S. is showing restraint, owning only 5 
percent of all CI incidents across 20 years. This might be in part due to the covert nature 
of U.S. cyber operations, the desire to maintain asymmetrical capabilities a secret, or lead-
ership refraining from declaring operations against rivals. This could also be explained by 
the lack of technical analysis available by cybersecurity firms when analyzing suspected 
U.S.-initiated incidents.

Figure 7. Critical Infrastructure Over Time DCID 2.0 
* Note: The researchers found no incidents in the year 2002 and is therefore absent from this time-series graph. 

To provide a time series analysis on CI, Figure 7 visualizes CI incidents by initiator from 
2000 to 2020. Across the years, there is an average of about 21 incidents per year among 
all initiators. In the first decade (2000-2010), China targeted the highest number of CI at 
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41 out of 108 incidents, or a share of about 38 percent for the entire decade. However, like 
the trends in Figure 6, Russia increased its targeting of CI from 2011 to 2020 to 93 incidents 
representing about 29 percent of the 321 incidents recorded for that decade. China followed 
closely with 73 incidents (23 percent), next Iran with 59 incidents (18 percent), and finally 
North Korea with 53 incidents (17 percent). 

In the first decade of the 21st  century, Critical Infrastructure experienced 108 incidents 
compared to 320 in the second decade. This is a 196 percent increase and further highlights 
the investments made by China, Russia, Iran, North Korea, and the U.S. in their capabilities 
to initiate cyber operations. Further, the data indicate that nefarious actors actively target 
critical infrastructure, and governments around the globe need to exercise resilience and 
continue to improve their defenses.

Future Directions and Conclusion 

This new dataset provides the basics for research into the efficacy of the strategies of 
persistent engagement, deterrence, and restraint. Future work includes four key areas of 
data collection. Combining this data with political speeches and signaling demonstrations, 
military exercises and conventional military incidents, and other forms of engagement and 
conflict short of war, as competition and engagement, deterrence, and escalation occur in 
multiple domains. 

It is also important to note that the cyber incident data can link to other existing data, 
including Department of Justice and FBI indictments and sanctions reported publicly 
through the Congressional Research Service,53 Department of Treasury,54 and the Global 
Sanctions Data Base55 to produce the cross-database linkages of possible cause and effect. 
In the past, some have linked this data to event datasets to expand analysis to different 
domains.56 Additional data fields also can provide a richer dataset for analysis, such as the 
Advanced Persistent Threat (APT) attributed to each attack and the corporate targets of 
the attack.

The next update of DCID will include 2021-2022, pivotal years as they include the Russian 
invasion of Ukraine, a key point for cybersecurity scholars, and the rise of ransomware at-
tacks during the Pandemic. The project team will continue the legacy of data collection on 
cybersecurity, hopefully expanding all hybrid warfare actions in the near future.  

DCID 2.0 provides a way for cybersecurity research to undertake quantitative data of 
cyber incidents for the academic and research communities. These data allow for a social 
science standard for changes over time periods, trend analysis, and hypothesis testing, 
where data that lacked ratio qualities did not exist. Although the data are an incomplete 
record because of the unique aspects of cyber, they do capture a sample useful for the 
study of deterrence, persistent engagement, and escalation. With these data, we hope qual-
itative claims can be backed by empirical support rather than speculation. This process, 
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sometimes called normal science, will allow us to learn the correlations and hypothesize 
the causation of changes in cyber incident trends. Our hope is the data will converge and 
clarify arguments with statistical facts, rather than continuing to allow them to diverge 
into conjecture or gross assumptions that jump centuries.   

DISCLAIMER
The views expressed in this work are those of the author(s) and do not reflect the official 

policy or position of the United States Military Academy, the Department of the Army, or the 
Department of Defense.
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ABSTRACT  

The need to understand cyber vulnerabilities and information in real time is imper-
ative and often mission-critical in battlefield scenarios. As technologies continue to 
evolve,  a need arises for more time-efficient and effective solutions within the cyber 
domain. With the growing popularity of synthetic environment technologies such as 
Augmented Reality (AR), Virtual Reality (VR), and Mixed Reality (MR) in a variety of 
fields, the question emerges: How can applications of this technology be applied to 
the field of cyber and what impact can they have? In this article, we survey the body 
of knowledge, both theoretical and empirical, of existing works exploring AR, VR, 
and MR technologies as solutions to common cyber challenges, as well as discuss 
the advances, gaps, and opportunities of this technology within the cyber domain.

CYBER APPLICATIONS OF SYNTHETIC ENVIRONMENTS

Synthetic environment technologies such as AR, VR, and MR allow users to expe-
rience a different reality, either by enhancing their perception of the real world 
(AR), creating a completely artificial environment (VR), or by combining elements 
of both (MR). These technologies have been used in various fields, including ed-

ucation, gaming, and healthcare, and have recently been adopted in the field of cyberse-
curity. We provide an overview of AR, VR, and MR in the cyber domain, highlighting the 
relevant technologies and their current applications within the field.

In Cybersecurity Training and Operations

AR, VR, and MR technologies have been increasingly used in cybersecurity training 
and operations due to their ability to provide analysts with realistic, immersive, and 
interactive environments.
This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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AR technology has been utilized to enhance learn-
ers’ understanding of complex cybersecurity concepts 
and scenarios by providing interactive visualizations 
of cyber threats and countermeasures. For instance, 
the use of AR technology, specifically Microsoft’s Ho-
loLens, was explored to aid human operators with 
computer network operations tasks.1 Multiple appli-
cations were developed to demonstrate alternative ap-
proaches to network security operations by simulating 
environments and events that closely align with the 
daily tasks of operators. The AR-based cybersecurity 
training applications enabled users to visualize and 
interact with virtual cyber attacks and defense mecha-
nisms in a real-world environment. This approach pro-
vided users with a visual representation of the threat 
landscape, enabling more engaging and interactive 
learning environments, and preparing users to make 
informed security decisions in the event of a real at-
tack.

Both VR and MR technology have been used to cre-
ate realistic and immersive simulations that allow us-
ers to practice defending against cyber attacks in a 
safe and controlled environment. The use of VR and 
MR to support defensive cyber operations and training 
was discussed, as researchers reviewed new capabil-
ities being developed and theorized by the U.S. Army 
C5ISR Center Cybersecurity Service Provider (CSSP).2 
Several combined VR and MR environments were de-
veloped to facilitate collaboration between analysts 
and provide the virtual real estate needed to monitor 
cyberspace effectively. The Visual Intrusion Detection 
System (VIDS) was developed to visualize Intrusion 
Detection System (IDS) alerts in a three-dimensional 
(3D) space, allowing cybersecurity analysts to view, 
categorize, and find correlations between alerts quick-
ly.3 This provides analysts with the necessary visual-
izations to detect and defend efficiently against incom-
ing cyber attacks.
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To summarize, AR, VR, and MR technologies have 
been increasingly used in cybersecurity training and 
operations to provide users with realistic, immersive, 
and interactive learning experiences. These technolo-
gies enable users to practice their cybersecurity skills 
in a safe and controlled environment and enhance 
their understanding of complex cybersecurity con-
cepts and scenarios.

Network Security Monitoring and Data  
Visualizations

AR, VR, and MR technologies are changing the field 
of network security monitoring and data visualization 
by making it easier and more efficient to analyze se-
curity threats. These technologies offer new ways to 
visualize and interact with complex data, allowing an-
alysts to identify potential security risks quickly.

AR technology enables visualizations of network 
traffic and security events. One developed applica-
tion is a 3D network visualizer that displays network 
topologies from both a global and local perspective.1 
Users are prompted with randomly generated alerts 
that simulate emergent problems requiring attention. 
When users interact with alerts, a local network topol-
ogy is imported and dynamically generated, including 
routers, switches, and computers represented as 3D 
objects interconnected via links. As the HoloLens en-
ables eye-tracking, users can glance over the topology, 
with individual objects and links highlighted when 
observed. Interacting with objects reveals mockups 
of different network diagnostic windows, emulating 
actions that cybersecurity analysts take when visual-
izing data and monitoring security risks. This envi-
ronment provides analysts with a more intuitive and 
interactive view of the network and can help identify 
network traffic anomalies and respond to potential se-
curity threats.
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VR technology can create immersive environments for network and data visualization. 
With VR, users can explore data and network structures in a 3D space, allowing for more in-
tuitive interaction with the information. VRNetzer is an interactive data exploration platform 
that facilitates the visualization and analysis of large-scale, complex data, allowing users 
to gain a deeper understanding of the information presented.4 Although not designed with 
cybersecurity in mind, VRNetzer’s functionality is powerful and can enable analysts to parse 
through complex data and identify cyber vulnerabilities efficiently.

MR technology combines aspects of AR and VR technologies, providing a more immersive 
and interactive environment for data visualization. Researchers explored the use of MR as 
an improved approach to visualizing big data.5 By using MR for visualization, access to large 
amounts of data is convenient and can provide a view from multiple perspectives, allowing 
for smooth navigation and minimal perceptual inaccuracies in data analysis. Such visual-
ization provides the necessary infrastructure to improve network security monitoring and 
reduce the time it takes to understand fully the complexity of cybersecurity data.

Overall, AR, VR, and MR technologies are revolutionizing the way security professionals 
visualize and analyze network data. These technologies provide increasingly sophisticated 
tools for identifying and mitigating security threats, improving analysts’ workflow and re-
ducing response times. As these technologies continue to evolve, they will play a significant 
role in network security monitoring and data visualization.

Cyber Incident Response and Situational Awareness

AR, VR, and MR technologies can enhance situational awareness and improve deci-
sion-making in cyber incident response. By providing analysts with a more comprehensive 
and immersive view of the cyber threat landscape, these technologies can enable faster and 
more effective threat detection and response.

AR technology can offer real-time information overlays, including alerts and threat infor-
mation, improving situational awareness and enabling faster response times. For instance, 
researchers proposed an Augmented Reality-based framework that uses AR to present data, 
make forecasts, conduct analyses, and support decision-making.6 This framework can help 
cybersecurity specialists in high-performance computing (HPC) environments combat the 
increasing cyber-physical threats that HPC data centers with heterogeneous compute serv-
ers and networks face. The framework sends notifications to an AR device to alert analysts of 
any hardware issues, and a navigation tool helps locate the damaged device. Once located, a 
3D visualization tool can reveal the issue and, in the future, detailed animations can demon-
strate how to fix the detected issues. Using AR to provide a visual representation of cyber in-
frastructure helps analysts understand the scope and impact of threats to physical systems.

VR and MR technology can provide a 3D visualization of the cyber environment, allowing 
incident responders to see attack surfaces and understand potential attack vectors in a more 
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immersive way. It can also help with post-incident analysis by recreating cyber incidents, 
allowing responders to identify the root cause, determine the scope of the attack, and devel-
op strategies to prevent similar incidents in the future. For instance, this was explored in 
the Vids Cyber Defense Visualization Project, which is an interactive 3D environment for 
visualizing network Intrusion Detection System (IDS) data.3 Vids builds upon an earlier visu-
alization project, called VIDS,2 which focused solely on visualizing IDS alerts in a 3D space. 
Vids is currently implemented as a 2D representation of a 3D space, allowing the platform to 
be used for testing and visualization concepts and gathering feedback from users. In the long 
term, the platform is intended to integrate with a VR or MR environment. Vids has several 
uses that enable cyber incident response and situational awareness, including providing a 
visual reference model to explain events or incidents, identifying “known unknowns” or “un-
known unknowns” through multidimensional analysis, and enabling collaboration among 
multiple parties involved in different stages of research, development, or user chains. 

Leveraging the power of AR, VR, and MR technologies in cyber incident response and situ-
ational awareness empowers organizations to not only stay ahead of evolving cyber threats, 
but also enhance their overall cybersecurity posture. By integrating these technologies into 
their strategies, organizations can significantly mitigate the impact of cyber attacks and 
protect critical assets and information from sophisticated adversaries. The immersive and 
comprehensive view provided by AR, VR, and MR enables analysts to make faster and more 
informed decisions, detect threats more effectively, and respond with greater agility.

GAPS, OPPORTUNITIES, AND CURRENT EFFORTS
The use of AR, VR, and MR technologies in the cyber domain has the potential to improve 

cyber defense significantly by enhancing situational awareness, enabling effective training, 
and improving incident response accuracy and speed. However, there are still significant 
gaps in understanding how to fully leverage these technologies for cybersecurity. This sec-
tion will explore new opportunities for utilizing AR, VR, and MR to address cybersecurity 
challenges and bridge these gaps. Specifically, it will focus on utilizing these technologies 
to further enhance cybersecurity training, network visualization, and situational awareness. 
By highlighting these new opportunities, this section aims to provide insights into how these 
technologies can effectively address the evolving challenges presented within the cyber do-
main.

Serious Games for Improved Cybersecurity Training and Awareness

The combination of AR technology and serious games offers numerous opportunities for cy-
bersecurity training and awareness. One of the key advantages of leveraging this technology 
is the ability to provide hands-on training experiences that simulate real-world cyber threats 
and attack scenarios, enabling users to develop practical skills and a deeper understanding 
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of cybersecurity concepts. A good example is the “CybAR” game,7 which creates a virtual 
training environment where users can experience the consequences of careless cybersecuri-
ty habits and learn how to defend against them. Additionally, the gamification of cybersecu-
rity training can make it more engaging and enjoyable for learners, promoting the retention 
of information and development of critical thinking and problem-solving skills. “CybAR” 
was designed as a competitive game, utilizing gamification elements such as point systems, 
leader boards, and achievements to motivate players to continue playing and increase their 
awareness of cybersecurity practices.

Furthermore, AR technology can create more immersive and realistic training environ-
ments, increasing motivation and interest in the field. While the “Red vs Blue, Cyber-security 
Simulator” game8 does not utilize AR, the implementation of the technology could enhance 
realism and facilitate remote collaboration and teamwork among players. The game splits 
players into three teams (White, Red, and Blue), which must work together to strategize cy-
ber  attacks and defenses, promoting decision-making at the operational cybersecurity level.

AR and serious games can also be used to raise awareness about cyber threats and best 
practices for cybersecurity, educating employees and the general public about the impor-
tance of cybersecurity and how to protect against cyber attacks. “Riskio” is a good example, 
providing an active learning environment where players build knowledge on cybersecurity 
attacks and defenses by playing the roles of both attacker and defender of critical assets 
in a fictitious organization, raising awareness about cybersecurity threats and mitigation 
tactics.9

Overall, the combination of AR and serious games has exciting potential for improving 
cybersecurity training and awareness. Future research can further explore the impact of 
this technology on cybersecurity education and its potential for providing high-quality and 
scalable cybersecurity training and awareness programs.

Real-Time Network Visualization Using Mixed Reality

With today’s constantly evolving threat landscape, real-time network visualization plays 
a critical role in responding to emerging threats and preventing catastrophic data breaches. 
However, despite the potential benefits of using MR technology for real time network visu-
alization in cybersecurity, there are currently few applications that exist. This may be due 
to the challenges of implementing MR and displaying large amounts of data in real-time. As 
this technology continues to advance, approaches and potential opportunities for using MR 
can be explored.

One proposed approach to using MR for visualizing real-time data for cyber situational 
awareness was discussed, as authors developed a prototype for displaying network data as 
a holographic overlay on physical network devices.10 In their proposed model, live data was 
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indexed in real time using IDS, Security Incident Event Message (SIEM), and Unified Threat 
Management (UTM) to detect threats. A Simultaneous Localization and Mapping (SLAM) 
algorithm was then used to map the environment, and unique tags with MAC addresses 
were placed on machines to identify their physical locations when a threat was detected. The 
model utilized Microsoft HoloLens to identify suspicious activities and guide the user to their 
location, where information was augmented on the device using surface detection. This pro-
totype demonstrated the potential of MR for real-time network visualization and highlighted 
the benefits of displaying network data in a more intuitive and immersive way.

Two use cases that demonstrate the benefits of using MR technology for visualizing re-
al-time Internet of Things (IoT) data were proposed.11 The first use case was for smart cities 
where IoT devices collected real-time data on temperature, humidity, and noise throughout 
the city. The data was then filtered, aggregated, and visualized on a 3D map of the city using 
MR technology. The second use case was for cybersecurity, in which an MR application was 
used to filter incoming real-time data based on Indicators of Compromise (IOC) and to visual-
ize the propagation of malware among infected devices during a cyber attack. Both of these 
use cases highlighted the advantages of using MR to visualize real-time IoT data, including 
faster and more intuitive data analysis, improved decision-making, and better communica-
tion between users.

While these opportunities demonstrate the potential of MR for real-time network visual-
ization in cybersecurity, there is still much work to be done to realize fully the potential of 
this technology. Further research is needed to explore the effectiveness of MR-based network 
visualizers in real-world cybersecurity scenarios and to address the challenges of displaying 
large amounts of data in real time. However, with the increasing need for real-time network 
monitoring and the continued advancements in MR technology, it is likely that MR-based 
network visualizers will become an important tool for cybersecurity professionals in the 
future.

Visualizing Geospatial Data with Augmented Reality

AR technology has the potential to be a powerful tool for visualizing geospatial data in the 
field of cybersecurity. By using AR, cybersecurity professionals can quickly and accurately 
understand the location of threats and their potential impact, allowing them to take faster 
and more effective actions.

One potential application of AR for geospatial data visualization is in the visualization of 
cyber threats and attacks in real time, overlaid on a map. This idea was minimally explored 
with the 3D Network Visualizer app, which mapped network topologies at the global view, 
displaying interconnected nodes and edges atop a 3D globe. By using gesture-based input 
capabilities, users could scale and rotate the globe, while random nodes were selected from 
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the network topology to simulate emergent alerts. When further inspected by the user, the 
local network view for the affected node would be displayed, allowing users to understand 
and respond to the alert. This functionality coupled with real-time geospatial data could help 
cybersecurity professionals identify the location of attacks and their potential impact on 
critical infrastructure, enabling faster and more effective response.

To enhance situational awareness in both physical and cyber spaces, AR can be used to cre-
ate immersive experiences that visualize geospatial data. This can be especially important in  
critical infrastructure and other areas where visualizing the location of threats and their 
potential impact is crucial. As an example, a cybersecurity team could use AR to display re-
al-time data on the physical location of devices on a network, along with their status and vul-
nerabilities. This concept was discussed in various studies, where authors described unique 
frameworks for visualizing geospatial data in both operational and defensive settings.6,10,12 

By utilizing AR technology to create immersive experiences that visualize geospatial data, 
cybersecurity professionals can gain a better understanding of the physical locations and 
status of threats in real time, allowing them to take faster and more effective actions. 

Overall, the integration of AR with geographical data presents a range of opportunities for 
improving cybersecurity, from real-time threat visualization to enhanced situational aware-
ness and training. As the technology continues to advance, it will be interesting to see how 
these opportunities are further developed and applied in real-world contexts.

Digital Twin Technology with AR for Increased Cyber Situational Awareness

Digital twin technology and AR offer significant opportunities to enhance cyber situational 
awareness. Digital twins are virtual representations of physical objects or systems that can 
simulate their behavior and performance in real time. This enables predictive analytics, re-
mote monitoring, and maintenance.13 AR can provide a visual overlay of digital twin data onto 
the physical world, allowing for more intuitive and interactive access to information. Com-
bining these two technologies provides cybersecurity professionals with a comprehensive 
understanding of cyber threats, empowering them to take faster and more effective actions.

One potential application of digital twin technology and AR for cyber situational awareness 
is in visualizing cyber-physical systems (CPS) and IoT devices.13 These systems and devices 
are increasingly prevalent in critical infrastructure, and cybersecurity professionals need to 
understand their behavior and vulnerabilities to protect against cyber threats. Digital twins 
offer a key advantage: users can analyze the environment based on geography, sensing, and 
timing to identify vulnerabilities in tactical operations.14 For example, users can evaluate the 
effectiveness of observation posts in detecting targets or explore multiple phenomena, in-
cluding physical, cyber, and human behavioral effects. These analyses can help users target 
specific areas of concern and minimize overall system costs.
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By creating a digital twin of CPS and IoT devices, cybersecurity professionals can simulate 
their behavior and monitor for anomalies in real time. AR can then overlay this data onto 
the physical world, providing a visual representation of the CPS or IoT device and its status. 
This enables cybersecurity professionals to identify potential threats quickly and respond 
accordingly. AR can also be dynamic, adaptive, and persistent, and can be used to signal 
the presence of sensors that are not apparent or in low-visibility areas, indicate positions of 
critical resources or assets, suggest defensive positions, and identify and label enemy forces 
for training and testing purposes.14

The integration of digital twin technology and AR offers a promising avenue for improving 
cyber situational awareness. With the ability to represent physical systems virtually and 
overlay critical cybersecurity information onto the real world, cybersecurity professionals 
can more effectively understand and respond to potential threats. As these technologies con-
tinue to evolve, it will be exciting to see how they are further leveraged in practical contexts 
to enhance cybersecurity and protect against emerging threats.

Novel Approaches to Addressing Research Gaps and Opportunities

As we researched current applications and the advances/gaps in using AR, VR, and MR 
technologies within the cyber domain, it quickly became apparent that there were limit-
ed tangible solutions which exist for real-time network visualization and threat detection 
and mitigation. Here we discuss the work we have done in developing a real-time network 
visualizer using AR technology. Our research aims to address the gaps and opportunities 
presented earlier in this article, particularly exploring real-time network and geospatial data 
visualization. Traditional network visualizations often involve 2D static representations that 
can be challenging for users to interpret in real time. Our work uses AR technology to create 
an interactive and dynamic visual representation of network data. By leveraging the capa-
bilities of AR, our visualizer allows users to experience network data in a more intuitive and 
engaging way, enabling interaction with data and exploration of network relationships in 
real time.

Figure 1: Real-Time AR Network Visualizer
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Figure 2: Packetbeat Dashboard in Kibana Visualizing Real-Time Network Data

Our network visualizer, as seen in Figure 1, was developed in Unity and uses data collected 
from Elasticsearch’s Packetbeat,15 pictured in Figure 2, to create game objects dynamically 
in real time that represent source and destination IPs as nodes and their communication via 
edges. As data is updated, the game objects are updated with new information, reconnect-
ing source nodes to their appropriate destinations and recoloring game objects based on 
protocol. As of now, the visualizer creates the game objects at random positions within the 
room, spatially mapped using Microsoft HoloLens’ built-in capabilities and Microsoft’s Mixed 
Reality ToolKit16 to update the mapping in Unity in real time. This allows game objects to be 
properly scaled within the room space and allows for physics-based collision using object 
detection.

In the future, we plan to use geospatial data to map the game objects based on location. 
With Elasticsearch’s Packetbeat, location data can be collected, which presumably means 
we should be able to extract geospatial data and assign it to game objects in the same way 
we do for network data. We also plan to use our visualizer for threat detection and mitiga-
tion by generating alerts and highlighting anomalous nodes for the user to explore further. 
We can leverage security tools like Suricata,17 which can be configured to send intrusion 
detection data to Elasticsearch and write custom scripts to access and store the data within 
Unity. Alerts can be generated and visualized based on the signature-based rules Suricata of-
fers, and users can drill down into suspect nodes, potentially performing actions to mitigate 
threats directly from the AR visualizer. 

There is still much work to be done to help address the gaps of using AR for real-time data 
visualization and threat detection and mitigation in the cyber domain, but with our research 
we have proved that it can be done. The future work planned for the visualizer, including 
the integration of geospatial data and the generation of alerts and highlighting of anomalous 
nodes, demonstrates the potential for continued advancements in AR technology for cyber-
security. By leveraging AR technology, real-time data visualization and threat detection in 
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the cyber domain can become more accessible and intuitive, leading to more effective cy-
bersecurity practices. Furthermore, the use of Elasticsearch’s Packetbeat and security tools 
like Suricata highlights the potential for integrating existing cybersecurity tools with AR 
technology for real-time threat detection and mitigation. This integration can provide a more 
comprehensive approach to cybersecurity and help identify and address threats in a timely 
and effective manner. Our work contributes to the advancement of AR technology in cyberse-
curity and provides a foundation for further research and development in this field.

CONCLUSIONS AND FUTURE WORK
As technology continues to advance, new tools and techniques have emerged to improve 

our ability to combat cyber threats. One area of development in this field is the use of syn-
thetic environment technologies like AR, VR, and MR in cybersecurity. While these technol-
ogies have the potential to transform how we approach cyber defense by enhancing situa-
tional awareness, enabling more effective training and improving the accuracy and speed of 
incident response, there are still gaps in our understanding of how best to apply them to this 
field. This article explored the current state of research in this area and has identified both 
the gaps associated with AR, VR, and MR in the cyber domain and new opportunities for how 
this technology can enhance the field. 

To leverage these technologies fully, future work should focus on exploring innovative 
ways to integrate them into existing cybersecurity workflows. This may involve developing 
new software and hardware solutions that are specifically designed for cyber defense, as well 
as incorporating existing AR, VR, and MR technologies into current cybersecurity training 
and simulation programs. Additionally, it is important to continue exploring the potential 
of these technologies for threat hunting, incident response, and other key areas of cyber 
defense. By staying up to date with the latest advancements in AR, VR, and MR technology, 
we can unlock the full potential of these technologies to better protect our digital assets and 
critical infrastructure.   
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ABSTRACT 

On March 21, 2022, the White House warned that Moscow is exploring options to 
attack US critical infrastructure in response to economic sanctions levied on Russia 
following its 2022 invasion of Ukraine. On May 25, 2023, the U.S. State Department 
issued a similar warning regarding Beijing’s capabilities and intentions. As revision-
ist powers seek to disrupt the international order and cyber threats to critical infra-
structure persist, the Department of Defense (DoD) must effectively position its cyber 
forces and capabilities to defend against cyber-attacks before they hit the homeland. 
An attack against the US power grid could result in multiple failures in life-sustaining 
infrastructure and significantly impact Joint Force power-projection capabilities. U.S. 
Northern Command (USNORTHCOM) must work closely with U.S. Cyber Command 
(USCYBERCOM) to orchestrate federal and non-federal stakeholders’ cyber authori-
ties, capabilities, and equities to posture DoD cyber forces to respond with speed and 
agility. However, the myriad of federal cyber laws, regulations, authorities, and public 
and private sector stakeholder equities could impede DoD’s response efforts. National 
cybersecurity is “a team sport,” but players tend to use different playbooks or play 
by different rules. Tools such as a DoD “Complex Catastrophe Cyber Stakeholders, 
Communications, Authorities, and Narratives” (C3 SCAN) framework could enable 
USNORTHCOM and USCYBERCOM to foster collaboration, validate plans and orders, 
enumerate and prioritize mission-relevant terrain in cyberspace, and ensure readiness 
for Defense Support to Cyber Incident Response (DSCIR). 

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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POSTURING U.S. CYBER FORCES TO DEFEND 
THE HOMELAND 

When a cyber-attack can deliver the same dam-
age or consequences as a kinetic attack, it re-
quires national leadership and close coordina-
tion of our collective resources, capabilities and 
authorities.

	 —The President's National Infrastructure  
	     Advisory Council 1

Enemy attacks resulting in infrastructure damage 
are not new. As war raged throughout the Europe-
an and Asia-Pacific regions, adversaries penetrated 
and maneuvered throughout key United States East 
Coast supply chain nodes starting in January, which 
eventually resulted in the deaths of thousands of peo-
ple over the following several months. In February, 
adversarial attacks against one Southern California 
oil refinery generated mass hysteria across the West 
Coast. Adversaries operated undetected throughout 
the spring despite shared threat intelligence and 
lessons from the United States’ allied partner in the 
weeks and months preceding the initial attacks. 
During the February attack, electricity and electro-
magnetic spectrum outages across Los Angeles and 
San Diego stemmed from the inability of the U.S. mil-
itary and local authorities to coordinate responses, 
which exacerbated the already chaotic and confusing 
situation that day. Due to the war overseas, the mil-
itary committed the preponderance of its focus and 
effort to operations abroad, resulting in an inability 
to surge forces to counter adversaries’ asymmetric 
attacks against the homeland. While new federal 
authorities enabled innovative public and private 
sector partnerships and capabilities to thwart the 
malicious activities, the impact on the Northeast fuel 
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supply chain forced nationwide gasoline rationing throughout the next two years because 
of Germany’s Operation Drumbeat, launched on January 14, 1942.

INTRODUCTION

In the above vignette, German and Japanese submarine attacks against vulnerable targets 
along America's shorelines at the onset of World War II are an example of a complex ca-
tastrophe, which the federal government defines as:

Any natural or man-made incident, including cyberspace attack, power grid 
failure, and terrorism, which results in cascading failures of multiple, interde-
pendent, critical, life-sustaining infrastructure sectors and causes extraordi-
nary levels of mass casualties, damage or disruption severely affecting the 
population, environment, economy, public health, national morale, response 
efforts, and/or government functions.2 

Operation Drumbeat illustrates how the U.S. was unprepared to counter the asymmetric 
attacks against merchant shipping across the East Coast by the Germans and the Santa 
Barbara Bankline Company aviation fuel storage farm by the Japanese, nor could it handle 
their non-kinetic effects.3 The ominous potential for increased attacks threatened to plum-
met national oil supplies to intolerable levels, harming American and Allied war efforts and 
resulting in the death of thousands of seamen and civilians.4 The grim outlook compelled 
greater unified action between the federal government, public, and private sector to detect 
and thwart the adversary.5   

Though cyber-attacks on U.S. critical infrastructure may likely not produce the same dev-
astating effects as German U-boats, America's fragmented and disorganized coastal defenses 
and delayed and unsynchronized military response actions in 1942 are worth some reflec-
tion.6 Today, sophisticated cyber actors have the potential to exploit information and commu-
nication systems vulnerabilities to establish undetected access and control of these systems 
and produce detrimental effects. 

As the Russo-Ukrainian war continues, Moscow increases its aggression against the West, 
U.S.-China tensions over Taiwan and other issues increase, and the U.S. faces the threat of 
sophisticated cyber-attacks against its critical infrastructure. On March 21, 2022, the White 
House warned that Moscow is exploring options to attack U.S. critical infrastructure in re-
sponse to economic sanctions on Russia following its full-scale invasion of Ukraine. On May 
25, 2023, the U.S. State Department warned that Beijing could launch cyber-attacks against 
oil and gas pipelines and rail systems after Microsoft analysts identified the campaign, 
dubbed Volt Typhoon, “could disrupt critical communications infrastructure between the 
United States and Asia region during future crises.”7 
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While the Department of Homeland Security’s (DHS) Cybersecurity and Infrastructure Secu-
rity Agency (CISA) collaborates with organizations to protect U.S. critical infrastructure, their 
efforts are more passive.8 The Department of Defense (DoD) is ultimately responsible for pos-
turing cyber forces for active defense against complex cyber-attacks by countering and blunt-
ing the offensive efforts of foreign adversaries. However, the myriad of federal cyber laws, reg-
ulations, and authorities; DoD inter- and intra-organizational relationships (e.g., interagency 
and intelligence community); and public and private stakeholder equities could hinder DoD's 
ability to prepare and respond with speed and agility in cyberspace.9 National cybersecurity is 
"a team sport," as fittingly described by the U.S. Cyber Command (USCYBERCOM) Commander 
and Director of the National Security Agency (NSA), General Paul Nakasone.10 Still, players on 
the same team may use different playbooks or play by different rules.

This article provides a methodology on how the DoD should team with CISA, the FBI, and 
other federal and non-federal stakeholders to counter, prevent, or minimize the impacts of 
large-scale cyber-attacks against US critical infrastructure networks. Russian aggression, geo-
political tensions, and future strategic threat assessments highlight the need for unified action 
in cyberspace. DoD – specifically, U.S. Northern Command (USNORTHCOM) and supporting 
cyber forces from USCYBERCOM – must understand the laws and policies that could affect (ei-
ther hinder or enable) DoD cyber protection and offensive operations before, during, and after a 
complex cyber-attack against the homeland. While DoD cyber force and capability positioning 
are important planning factors, DoD’s ability to effectively orchestrate stakeholders’ cyber au-
thorities, capabilities, and equities to protect against, prevent, mitigate, respond to, and recover 
from complex catastrophes of this scope and scale is paramount.11  

Background

In 2018, the then-USNORTHCOM Commander, General Terrance O’Shaughnessy, proclaimed 
that the U.S. homeland is no longer a sanctuary.12 He aptly forecasted that cyber-attacks ex-
ploiting against personal, commercial, and government infrastructure vulnerabilities would 
continue to increase. During conflict, the United States should expect attacks against critical 
defense, government, and economic infrastructure.13 Some of the ways in which the US has 
sought to prepare for such attacks include: General O'Shaughnessy’s proclamation, National 
Security Presidential Memorandum-13, “United States Cyber Operations Policy;” the work of 
the Cyberspace Solarium Commission, the White House's Executive Order on Improving the 
Nation's Cybersecurity, and National Security Memorandum on Improving Cybersecurity for 
Critical Infrastructure Control Systems. These have all laid the foundational steps to reduce the 
likelihood and impact of significant consequences from cyber-attacks against critical infra-
structure.14 They and other National cybersecurity policies and legislative reforms signify a 
notable shift by the federal government from the status quo.15

National Security Memorandum (NSM)-8, “Improving the Cybersecurity of National Secu-
rity, Department of Defense and Intelligence Community Systems,” released on January 19, 
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2022, is especially noteworthy. In essence, the memorandum makes Executive Order 14028 
more effective.16 Specifically, the order calls for unity of effort and collaboration between the 
National Manager for National Security Systems (also the Director of NSA and Commander 
of USCYBERCOM) and the CISA Director.17 These new roles and responsibilities allow DoD 
to orchestrate cyber authorities, capabilities, and stakeholders' equities to best posture the 
Joint Force to detect, deter, and defeat malicious cyber-attacks targeting vulnerable critical 
infrastructure.18

Strategic Threat Assessment

Current assessments from the U.S. intelligence community indicate that peer adversaries 
seek to employ cyber warfare capabilities to degrade DoD networks, hold national infrastruc-
ture at risk, and delay and disrupt US ability to project forces globally.19 Joint Force power 
projection is both a critical military capability and critical vulnerability as more than 80% of 
U.S. critical infrastructure is owned and operated by the private sector.20 And given the open 
and interdependent nature of the Internet, the U.S. and other democratic nations are more sus-
ceptible to cyber-attacks against critical infrastructure than countries with restrictive Internet 
systems.21 Due to these vulnerabilities and the capability of adversaries, these threats could 
result in significant damage across the United States, severely impacting national security. 

Nation-states like Russia and China and non-state criminal actors can target and tempo-
rarily disrupt critical infrastructure with their existing cyber capabilities.22 For example, at 
midnight on December 23, 2015, the Russian threat actor, Sandworm, infiltrated and shut off 
a Ukrainian power grid, leaving over 225,000 people without power for six hours in tempera-
tures near zero degrees Fahrenheit.23 This attack is even more concerning after Sandworm 
targeted and infiltrated U.S. energy facilities in 2014 with the malware discovered in Ukraine’s 
critical infrastructure cyber-attacks. It illustrates Russia’s ability to assess capabilities on other 
critical infrastructures before utilizing them to meet strategic objectives.24 On July 19, 2021, 
the U.S. Department of Justice (DOJ) indicted four Chinese cyber actors for their illicit computer 
network exploitation activities targeting victims in the defense industrial base, the federal gov-
ernment, manufacturing, maritime, and transportation sectors, amongst others.25 DOJ also in-
dicted three Russian officials on March 24, 2022, for their targeted hacking campaigns against 
U.S. energy sector computer hardware, software, and operational technology systems between 
2012 and 2017.26 These examples highlight Russia and China’s intentions and cyberwarfare 
capabilities targeting U.S. critical infrastructure, enabling Moscow and Beijing to make effec-
tive defenses difficult to establish.27 

U.S. Power Grid and Implications of Complex Catastrophes

The continental United States (CONUS) consists of three power grids – Eastern Interconnec-
tion, Western Interconnection, and Electric Reliability Council of Texas (ERCOT), as depicted in 
Figure 1. Three components comprise power grids: generation, transmission, and distribution. 
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Generation consists of traditional power plants utilizing fossil fuels, renewable power sources, 
and energy storage equipment for variable power sources like wind power. Transmission is 
the long-distance power lines and the step-up and step-down substations to transform the 
power for long-distance travel. Distribution consists of the assets that deliver power to the 
customers, private and commercial, and managed privately in regulated states. 

Figure 1. Continental United States' Three Power Grid Sectors28

The 2013 Presidential Policy Directive-21, “Critical Infrastructure Security and Resilience,” 
identifies the energy sector as vital because it enables all critical infrastructure sectors.29 
Following a sophisticated cyber-attack, a catastrophic failure in one or more of the three 
grids could lead to significant casualties, especially in colder or hot climates. The hundreds 
of lives lost during the winter 2021 ERCOT power outage illustrate the potential impact of 
unmitigated power failure.30 

A shared understanding of DoD inter- and intra-organizational relationships, roles, respon-
sibilities, and stakeholder equities would increase preparedness across the federal govern-
ment, public, and private sector. Under joint doctrine, USNORTHCOM and U.S. Indo-Pacific 
Command (USINDOPACOM) are responsible for “defending against, mitigating, and defeat-
ing cyberspace threats.” However, only USCYBERCOM possesses the cyber expertise and 
intelligence apparatus to respond to such a crisis.31 In short, USNORTHCOM and USINDOPA-
COM are the supported commands, and USCYBERCOM is the supporting command in com-
plex catastrophes in the homeland.32 

In 2012, Commander of USNORTHCOM, General Charles Jacoby, Jr., forecasted that 
USNORTHCOM’s role could be much broader than Defense Support of Civilian Authori-
ties (DSCA) operations.33 During a complex catastrophe in CONUS, USNORTHCOM would 
likely activate one or more of its Joint Task Forces (JTFs) and execute DSCA operations  
following requests for assistance for cyberspace incident response, law enforcement support, 
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or other domestic activities.34 In particular, Defense Support to Cyber Incident Response 
(DSCIR) – included within the DSCA framework – authorizes the DoD to support federal 
departments and agencies for asset and threat response to cyber incidents outside the DoD 
Information Network.35 

According to several authors, a scenario involving a cyber-attack against the U.S. power grid 
highlights the perennial challenges of the increasing volatility, uncertainty, complexity, and 
ambiguity in the current environment and forecasted future. A complex catastrophe is an in-
tractable crisis that is predictable but not influenceable.36 In other words, the federal govern-
ment can acknowledge that a cyber-attack could occur but cannot prevent or effectively respond 
because required capabilities exceed those of the public and private sectors. USNORTHCOM 
DSCIR operations thus continually require that federal and non-federal governmental stake-
holders to enumerate DoD's mission-relevant terrain in cyberspace (e.g., key servers, systems, 
and network infrastructure), integrate cyber response capabilities, and ensure unified action.37 

Unified Action in Cyberspace

DoD must prepare cyber forces to, directly and indirectly, enable DSCIR operations, either 
directly or indirectly and for prolonged periods, because current and future challenges in cy-
berspace require sustained speed, agility, and ready resources. Building capability and capac-
ity for DoD cyber protection and offensive cyberspace operations should focus on posturing 
forces with appropriate cyber authorities and knowledge of stakeholders equities. Cyber forces 
must effectively collaborate with federal government, public, and private stakeholders as cyber 
authorities and capability employment may require support or advocacy from these entities.

Unified action in cyberspace requires USNORTHCOM to synchronize and coordinate USCY-
BERCOM, CISA, and other federal and non-federal entities’ cyber authorities and capabilities 
to achieve unity of effort before and throughout a complex catastrophe.38 As many DoD mission 
functions rely on privately-owned information technology companies (e.g., cloud computing, 
Internet service providers, and global supply chain), DoD must build trust with these compa-
nies since the military has no direct authority over them.39 General Nakasone recognizes this 
challenge and is actively working to bridge the gap by engaging with industry, academia, and 
international partners to establish bidirectional information exchanges to prevent and bolster 
the nation’s defenses against cyberthreats, including launching the NSA Cybersecurity Collab-
oration Center in 2021 and expanding the USCYBERCOM Under Advisement program.40 

The unregulated information environment makes people more susceptible to misinforma-
tion, propaganda, and/or radicalization, and this poses additional challenges in DoD’s efforts to 
counter and thwart adversaries’ attempts to exploit critical infrastructure vulnerabilities. This 
misinformation may negatively impact DoD cyberspace operations with public and private 
sector stakeholders.41 Throughout a complex catastrophe and DSCA response operations, an 
adversary could launch an influence campaign to sow fear, doubt, and confusion amongst the 
American people. In addition to the impacts of denial, degradation, disruption, or destruction 
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of critical infrastructure, foreign and domestic mis- or disinformation could erode the public 
trust vital for the federal government and DoD to respond to and restore cyber and infrastruc-
ture security. For example, attacks on media outlets could cause news blackouts and impede 
the federal government’s ability to communicate directly with citizens, sowing additional un-
certainty and fear.42 USCYBERCOM could support here as it increases its efforts to link cyber-
space operations with information operations more tightly.43 

To make timely and accurate decisions concerning these events, commanders require the 
necessary information and intelligence to coordinate with other DoD, the federal govern-
ment, and public and private sector stakeholders. Commanders’ staff and subordinate com-
manders must rapidly and accurately capture, manage, process, and act upon the deluge 
of data and information to enable decision-making throughout a complex catastrophe, as 
illustrated in Figure 2. 

Joint Force commanders, planners, and cyber forces must integrate across the diplomatic, 
informational, military, economic, finance, intelligence, and law enforcement instruments of 
national power in various arrangements of supported and supporting relationships. This level 
of coordination requires a firm understanding of each governmental agency’s current cyber-
space authorities and a great emphasis on the information and intelligence instruments in 
the initial hours and days of the complex catastrophe. Additionally, public and private sector 
stakeholders also require timely cyber threat intelligence information. Rapid detection and 
attribution of malicious cyber activity efforts enable the federal government, allies, and part-
ners to leverage appropriate authorities to expel adversaries from network infrastructure and 
impose costs on them.45  
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According to the U.S. Department of State, when allied and partner nations contribute, at-
tribution becomes more impactful to deterrence and legitimizes responsive actions.46 Critical 
intelligence-sharing between the U.S. and Ukraine exposed Russia's malign intentions before 
its 2022 invasion of Ukraine. When Russian forces began deploying on Ukraine’s borders in 
late 2021, USCYBERCOM deployed a “hunt team” to collaborate with mission partners and 
“gain critical insights that have increased homeland defense for both the United States and 
Ukraine.”47 Overall, unified action enhances DoD's ability to deter and respond to cyber threats 
and attacks with speed and agility.48

Cyber Mission Force Authorities to Defend the Homeland

Suppose DoD's “defend forward” operations should fail.49 In that case, adversaries pene-
trating America's borders with a sophisticated cyber-attack against the U.S. power grid would 
impact energy, banking, finance, transportation, communication, and the defense industrial 
base.50 The DoD will respond to a catastrophe of this type as outlined in Presidential Policy 
Directive-41, “United States Cyber Incident Coordination.”51 Specifically, USCYBERCOM’s Cy-
ber National Mission Force teams would detect, deter, and, if necessary, defeat adversaries in 
cyberspace. Cyber protection teams would also hunt for adversaries in DoD networks and non-
DoD mission partners or critical infrastructure networks.52 The Fiscal Year (FY) 2019 National 
Defense Authorization Act (NDAA) authorized USCYBERCOM to enable Joint Force and Inter-
agency partners – namely DHS, the Department of Energy, and the FBI – to work on energy 
infrastructure security.53 Given its mission to defend the homeland, USNORTHCOM must have 
a shared understanding of command relationships and authorities with USCYBERCOM, CISA, 
and the FBI. This clarity will enable USNORTHCOM to coordinate and deconflict cyber forces’ 
operations with other interagency activities.

 
Figure 3. National Cybersecurity Roles and Responsibilities54 



114 | THE CYBER DEFENSE REVIEW

POSTURING U.S. CYBER FORCES TO DEFEND THE HOMELAND 

As depicted in Figure 3, DoD's (i.e., USNORTHCOM and USCYBERCOM) close coordination 
with DHS/CISA and the greater interagency and intelligence community would enable cyber 
forces to detect, target, attribute and respond to complex cyber-attacks against the homeland. 
For example, USCYBERCOM’s operations following adversaries’ attacks against the Colonial 
Pipeline and José Batista Sobrinho (JBS) U.S.A. beef plants in 2021 demonstrated the successful 
level of coordination required between these agencies.55 During these events, DoD contributed 
directly and indirectly to the intelligence community’s attribution processes; hence, sound 
information-sharing and knowledge management activities – key components of cyberspace 
joint targeting coordination – were effectively executed.56 Likewise, Joint Force cyberspace op-
erations planners must clearly understand capabilities, requirements, operational limitations, 
liaisons, and legal considerations to optimize intelligence coordination.57 

Looking externally, USNORTHCOM – in partnership with USCYBERCOM – must build con-
sensus with decision-makers and public and private sector stakeholders before, during, and 
after a complex catastrophe. As outlined in Figure 4, USNORTHCOM and DoD cyber forces 
must understand and leverage several titles of the U.S. Code when collaborating with stake-
holders to detect, deter, and defeat cyber-attacks against the U.S. power grid and other critical 
infrastructure.58 

U.S. Code – U.S. Government Cyberspace Operations Authorities
Continental U.S. Complex Cyber-Attack Response Planning Considerations (USNORTHCOM)

Figure 4. United States Code and DoD Cyberspace Operations Authorities59

•	 Title 6 (Domestic Security) – Assigns the Secretary of Homeland Security statutory authority to secure U.S. cyberspace. 
    	-	In addition to USCYBERCOM's authority to enable DHS/CISA Title 6 cybersecurity efforts, cyber forces assigned to USNORTHCOM could partner 	

	 with DHS/CISA in a supported and supporting capacity.
•  Title 10 (Armed Forces) – Assigns the Secretary of Defense statutory authority to organize, train, and equip U.S. forces for military  

operations in cyberspace.  
     -	USCYBERCOM and USNORTHCOM should ensure the adequate capability and capacity of supporting cyber forces and liaison officers,  

	 and routinely validate Request for Forces packages.
•	 Title 18 (Crimes and Criminal Procedure) and Title 28 (Judiciary and Judicial Procedure) – Assigns the Attorney General statutory  

authority to conduct crime prevention, apprehension, and prosecution of criminals operating in cyberspace. 
	 -	In addition to USCYBERCOM's authority to enable DOJ/FBI Title 18 cybersecurity efforts, cyber forces assigned to USNORTHCOM could partner 	

	 with DOJ/FBI in a supported and supporting capacity.
•	 Title 32 (National Guard) – Statutory authority for Army and Air National Guard forces to conduct domestic consequence management. 
	 -	The National Guard operates under Title 10 authorities if activated for federal service. 
	 -	State governors may employ National Guard CPTs in a State Active Duty status at a state governor's direction, non-Title 10 or 32.
•	 Title 40 (Public Buildings, Property, and Works) – Statutory authority for all federal departments and agencies to establish and enforce 

standards for the acquisition and security of information technologies.
	 -	USNORTHCOM and supporting cyber forces should collaborate with federal government critical infrastructure stakeholders via Title 40, 		

	 leveraging other titles under the U.S. Code (e.g., Titles 6, 10, 32).  
•	 Title 44 (Public Printing and Documents) – Statutory authority for all federal departments and agencies to perform activities outlined in 

DoD Instruction, 8530.01, Cybersecurity Activities Support to DoD Information Network Operations. 
	 -	USNORTHCOM and supporting cyber forces should collaborate with DoD stakeholders via Title 44, leveraging other titles under the U.S. Code.  
•	 Title 50 (War and National Defense) – Statutory authority for Commands, Services, and agencies under the DoD and intelligence community 

agencies aligned under the Office of the Director of National Intelligence to secure U.S. interests by conducting military and foreign intelligence 
operations in cyberspace.

	 -	USNORTHCOM and supporting cyber forces should work and collaborate with the intelligence community, leveraging other titles under the U.S. Code.
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In addition to USNORTHCOM and DoD cyber forces leveraging the above authorities and 
respective federal agencies to counter, blunt, and actively defend the homeland in cyber-
space, aspects of Title 10 and 18 warrant additional analysis. First, Chapter 13 of Title 10 
(also known as the “Insurrection Act”) and the Robert T Disaster Relief and Emergency As-
sistance Act grant the President of the United States to use the Armed Forces to help restore 
public order.60 Next, Section 1835 of Title 18, the Posse Comitatus Act (PCA), prohibits the 
use of the U.S. military in civilian law enforcement.61 However, homeland defense is a Con-
stitutional exception to the PCA.62 Thus, USNORTHCOM and supporting cyber forces can 
leverage Title 18 and the PCA to coordinate DoD cyber response operations with DOJ/FBI. 
Further, the Computer Fraud and Abuse Act of 1986 permits U.S. law enforcement and in-
telligence agencies to conduct lawfully authorized activities and does not constrain military 
cyber operations.63  

The U.S. Cyberspace Solarium Commission made considerable progress between 2019 and 
2021 in removing national cybersecurity legislative barriers. As of 2022, notable milestones 
included 1) the establishment, nomination, and confirmation of a National Cyber Director; 2) 
provisions to strengthen CISA; 3) codification of Sector Risk Management Agencies; 4) estab-
lishing a Joint Cyber Planning Office; and 5) a force structure assessment of the U.S. Cyber 
Mission Force. Furthermore, the President's Budget Request included $20 million to estab-
lish a Cyber Response and Recovery Fund to support asset-response activities and provide 
technical assistance following the declaration of a “cyber state of distress” by the Secretary 
of Homeland Security, in consultation with the National Cyber Director.64 Despite this prog-
ress, laws such as the Defense Production Act and Federal Power Act may hinder DoD's cyber 
protection operations as private sector entities or public utilities may be reluctant to join or 
refrain altogether from efforts to mitigate dependencies on foreign-sourced information and 
communications technology and remediating cybersecurity vulnerabilities under the federal 
government's direction.65 

Given these dynamics and new legislation, USNORTHCOM, its JTFs, and supporting cyber 
forces must remain aware of and sensitive to private and public stakeholders’ interests and find 
common ground. Private and public entities primarily tend to the prosperity and success of 
their enterprises, while the federal government focuses on the US and its security. Additional-
ly, private companies have global business partnerships and work with federal and non-federal 
entities.66 International business relations can put U.S. companies in tricky situations, making 
decisions that may accommodate one entity but offend another. In short, establishing shared 
trust between the DoD, federal government, and public and private sector stakeholders is com-
plex but essential in protecting and defending critical infrastructure.67 

In addition to its ongoing “Shields Up” campaign – launched during Russia’s build-up for 
its invasion of Ukraine – CISA has taken significant steps to build trust, including creating 
the Joint Cyber Defense Collaborative (JCDC) in August 2021, following provisions outlined 
within the FY 2021 NDAA. The goals of the JCDC are to “unify defensive actions and drive 
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down risk in advance of cyber incidents occurring” and “strengthen the nation’s cyber defens-
es through planning, preparation, and information sharing.”68 Key U.S.-based, non-governmen-
tal JCDC partners include Microsoft, Google Cloud, Amazon Web Services, and cybersecurity 
providers, such as CrowdStrike, Mandiant, Palo Alto Networks, Cisco, and Symantec.69 Addi-
tionally, Congress’ passage of cyber incident-reporting legislation on March 11, 2022, enables 
CISA to collaborate and receive cyber threat intelligence reports from the private sector to 
protect, defend, and respond to cyber-attacks on critical infrastructure.70 Sharing information 
makes good business sense due to the cost of adversarial attacks and legal impacts affecting 
public and private sector organizations. Most notably, due to the potential cyber-attacks by Rus-
sia in retaliation for the US response to the invasion, US Congress enacted the Cyber Incident 
Reporting for Critical Infrastructure Act into law on March 15, 2022. The Act requires owners 
and operators of critical infrastructure to report cyber incidents to CISA within 72 hours and 
ransomware demands within 24 hours.71 The new cyber reporting law takes effect when

CISA promulgates rules to define the entities within the critical infra-
structure sectors that will be impacted by [the] law and the types of 
substantial cyber incidents it covers. The [law] requires CISA to issue 
a notice of proposed rulemaking on these definitions within 24 months 
from the date of the bill's enactment and issue a final rule within 18 
months of issuing the proposed rule.72 

In addition to developing a shared understanding of CISA and other federal cyber author-
ities, the Joint Force and federal and state governments should capitalize on the capabilities 
of the National Guard and Reserve cyber forces. According to Lieutenant General Jon Jensen, 
Director of the Army National Guard, forces gain mission-relevant experience as they rotate 
through USCYBERCOM in a Title 10 status.73 USCYBERCOM also benefits from these rota-
tions since most National Guard and Reserve members perform cybersecurity in their civil-
ian jobs and bring great perspectives and knowledge. Their operational experience should 
be leveraged to build and strengthen ties between their home stations and local governments 
and public and private sector entities where they live and work, thereby building strategic 
depth, one of General Nakasone's objectives.74 

Before, during, and after a complex catastrophe, the relationships built by National Guard 
and Reserve cyber personnel are foundational for improving coordination and cooperation. 
Guard and Reserve forces can function as primary liaisons between DoD and others concerned 
with cybersecurity, improving shared understanding and building trust. National Guard cy-
ber protection teams would conduct initial cyber incident response operations in a State Ac-
tive Duty status under the direction of a state governor.75 Regardless of status, USNORTHCOM 
should routinely seek opportunities to leverage Title 10 cyber authorities with Title 32 au-
thorities to activate National Guard and Reserve members during complex catastrophe cyber 
mission rehearsal exercises. 
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Protecting U.S. critical infrastructure from cyber-attacks primarily rests with CISA, but DoD 
has limited cyber authorities within the public and private sectors. However, General Naka-
sone's new role as the National Manager puts NSA on equal footing for providing recommen-
dations to the Secretary of Defense, the Director of National Intelligence, and the Committee 
on National Security Systems to improve the detection of cyber incidents affecting these sys-
tems.76 Combined NSA and CISA authorities, capabilities, insights, and partnerships enhance 
USNORTHCOM DSCIR and DoD cyber force operational readiness.

Orchestrating Authorities, Capabilities, and Equities

As the DoD continues building capability and capacity to detect, deter, and defeat cyber-
space threats against the homeland, it should expect resistance from external federal govern-
ment and public and private sector entities. The Services may also push back given their focus 
on modernization plans, budget prioritization, and operations abroad. Thus, a DoD “Complex 
Catastrophe Cyber Stakeholders, Communications, Authorities, and Narratives” (C3 SCAN) 
framework could assist USNORTHCOM and USCYBERCOM in effectively planning, prioritiz-
ing, and executing complex catastrophe DSCIR operations.77 

This framework could serve as an information and knowledge management tool, enabling 
the Office of the Secretary of Defense to facilitate DoD cyberspace communication and col-
laboration with CISA and other public and private sector stakeholders.78 The DoD C3 SCAN 
accounts for the local contexts of each stakeholder that could be involved, including their cyber 
equities, authorities, primary communications channels, and stakes in DoD’s mission-relevant 
terrain in cyberspace. It also accounts for stakeholders’ and organizations’ roles in USNORTH-
COM DSCIR operations.79 The C3 SCAN would capture the various information flows, means, 
and narratives that serve as tools for guiding DoD senior leaders’ strategic communications 
and key leader engagements with stakeholders, including allies and partner nations. Former 
USNORTHCOM Deputy Commander and National Infrastructure Advisory Council (NIAC) 
member, retired Lieutenant General Reynold Hoover, emphasizes open communications, stra-
tegic messaging, and engagement with key critical infrastructure stakeholders for effective 
response operations in the homeland.80

USNORTHCOM, its JTFs, and supporting cyber forces know the various cyber authorities 
necessary to work with and through its various partners in different situations. Section 6 
of Executive Order 14028 directed DHS (i.e., CISA) to “develop a standard set of operational 
procedures (playbook) to be used in planning and conducting cybersecurity vulnerability 
and incident response activity respecting [Federal Civilian Executive Branch] Information 
Systems.”81 Through persistent engagement with mission partners, USNORTHCOM and 
supporting cyber forces could participate in stakeholders' meetings and working groups 
to review and update their respective National cybersecurity incident response playbooks, 
orders, and campaign plans. The primary aims of the C3 SCAN are to 1) identify DoD cyber 
advocates and opponents; 2) build trust and a shared understanding amongst stakeholders 
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regarding cyber authorities, capabilities, and equities; and 3) identify and register stake-
holders’ concerns and DSCIR requirements. Due to increasing cyber threats posed by malign 
actors, especially Russia and China, national and international networks’ vulnerabilities and 
complex interrelationships demand immediate coordinated action at all levels.82 Collabora-
tion and work should also center on discovering and capitalizing on shared equities and 
interests to build more resilient relationships for crisis management. For example, in 2018, 
the NIAC provided the National Security Council with whole-of-nation response recommen-
dations for improving US ability to prepare for and recover from catastrophic power outages, 
as depicted in Figure 5.83 

Figure 5. National Infrastructure Advisory Council Recommendations for Surviving a Catastrophic Power Outage, December 201884 

Over time, USNORTHCOM and supporting cyber forces will improve their credibility with 
constituents and stakeholders. They should exercise and rehearse the communications mech-
anisms identified within the C3 SCAN during table-top and large-scale exercises such as CISA's 
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biennial Cyber Storm exercise and other whole-of-nation exercises.85 After these events,  
USNORTHCOM should review and refine the C3 SCAN's communications means, capabili-
ties, and authorities. Additionally, the Command should update all cyber-related orders and 
directives and continuously exchange liaison officers with USCYBERCOM, DHS/CISA, and 
DOJ/FBI. Finally, DoD key leader engagements should engender creative ideas and discus-
sions, bolster buy-in, and create greater transparency between stakeholders. Organizing and 
conducting these liaison events ahead of time is one method of mitigating the effects of in-
tractable crises, even if the scope and scale of a future complex catastrophe are unknown.86

CONCLUSION
As revisionist powers seek to disrupt the international order and conduct operations below 

the level of armed conflict, including cyber-attacks, DoD must effectively position its cyber 
forces and capabilities to defend against cyber-attacks before they hit the homeland.87 An 
attack against the U.S. power grid could result in multiple failures in life-sustaining infra-
structure and significantly impact Joint Force power-projection capabilities.88 Accordingly, 
USNORTHCOM must work closely with USCYBERCOM to collaborate with CISA and other 
federal and non-federal stakeholders’ cyber authorities, capabilities, and equities to posture 
DoD cyber forces to respond with speed and agility. Current federal cyber laws, such as the 
Defense Production Act, Federal Power Act, and others, may hinder USNORTHCOM and sup-
porting cyber forces’ ability to conduct cyberspace operations in defense of the homeland. 
However, several titles in the U.S. Code (e.g., Title 10, 32, 50) and recent years’ NDAAs equip 
the USNORTHCOM Commander to effectively command and control cyber defensive opera-
tions and support USCYBERCOM’s offensive operations (e.g., joint targeting) before, during, 
and after a complex catastrophe.89 Still, close partnerships and education must continuously 
occur to deconflict or clarify conflicts or inconsistencies in the numerous laws and U.S. Code.  

As the supported command during complex catastrophes within CONUS, USNORTHCOM 
must possess a shared understanding of command relationships, cyber authorities, and ca-
pabilities with USCYBERCOM before, during, and after a complex cyber-attack. Well-coordi-
nated national cybersecurity response planning will enable USNORTHCOM to validate plans 
and orders, enumerate and prioritize mission-relevant terrain in cyberspace, and ensure 
DSCIR readiness.90 Preparation should include USNORTHCOM routinely exchanging liaison 
officers with USCYBERCOM, CISA, and the FBI and leveraging Title 10 and 32 authorities 
to activate National Guard and Reserve forces to prepare DoD organizations and personnel 
for their roles in these crises. Overall, the combined authorities, capabilities, and insights of 
USCYBERCOM, NSA, and the National Manager are a force-multiplier in enabling USNORTH-
COM, CISA, and DoD cyber forces to thwart complex cyber-attacks. 

Finally, tools such as the DoD C3 SCAN could enable the USNORTHCOM and USCYBER-
COM Commanders and cyber forces to orchestrate CISA, interagency, intelligence commu-
nity, public, and private sector cyber authorities, capabilities, and equities in a complex 
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catastrophe to plan and prioritize DSCIR options. In 1942, innovative civil-military collabora-
tion enabled the U.S. military to partner with the newly established Civil Air Patrol to protect 
America's sea lanes, defend against and deter future U-Boat attacks, and thwart Germany’s 
Operation Drumbeat.91 Similarly, the combined authorities, capabilities, and partnerships 
of DoD, CISA, the FBI, and the public and private sector can enable cyber forces to thwart 
asymmetric attacks against the homeland.   
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EXECUTIVE SUMMARY

Christian Espinoza’s The Smartest Person in the Room provides a creative approach 
to understanding and improving company culture. While the book emphasizes 
improving highly technical employees’ communication and interpersonal skills, 
it ensures broad applicability through simplistic language and relatable personal 

anecdotes. The “Secure Methodology” lists in-detail human-centric goals for technical em-
ployees who experience challenges communicating with co-workers. Tailoring a technical-
ly-oriented methodology to advance social development makes Espinoza’s book a useful, 
thought-provoking read.

REVIEW 
Christian Espinoza, CEO and founder of Alpine Security, now part of CISO Global, brings 

30 years of cyber security expertise service derived as an Air Force communications-com-
puter systems officer and private sector executive. His book The Smartest Person in the 
Room: The Root Cause and New Solution for Cybersecurity draws upon his experiences, and 
explains why his team-building approach, the “Secure Methodology,” works.

CDR mBook Review

The Smartest Person 
in the Room: The Root 
Cause and New Solution 
for Cybersecurity 

By Christian Espinoza 

Reviewed by 
Cadet Aaron Calhoun

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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Eleven chapters cover two central topics: (1) why 
current methodologies of cyber defense are failing to 
overcome cyber criminals, and (2) why his “Secure 
Methodology” will overcome this failure. The “Secure 
Methodology” focuses on cyber security industry is-
sues, but it is readily applicable to any technical or 
leadership environment. Espinoza’s seven steps, in or-
der, are awareness, mindset, acknowledgment, commu-
nication monotasking, empathy, and kaizen (Japanese 
for “improvement”). To explain his steps, Espinoza pro-
vides a framework of team-level exercises and personal 
anecdotes that enhance reader comprehension and ap-
plication.

These seven steps were formulated around Espinoza’s 
belief that the root cause of modern cyber security in-
firmities is weak interpersonal skills – often from high-
ly-technical employees. Espinoza explains that these 
employees are the very heart of any successful cyber-
security company, and the effective hiring and training 
of this workforce is mission essential to the company 
at large. Technical proficiency must always remain a 
defining factor in a company’s hiring process, but Espi-
noza explains why social skills and the ability to self-re-
flect must also be a top priority – particularly for long-
term positions. This means finding individuals resolved 
to overcome insecurities, defensive instincts, and any 
desire to be “the smartest person in the room.” Techni-
cal teams will never realize their full potential unless 
their members prioritize technical understanding and 
interpersonal communication over individual egos.

Awareness: Espinoza’s first step is developing 
awareness, specifically the need for meaningfully 
practicing self-reflection. In this chapter, Espino-
za notes that common “blind spots” which limit 
self-awareness stem from entrenched mental pat-
terns – these neurological “ruts” often are difficult 
to identify and eliminate as they are commonly 
subconscious actions and outlooks formulated over 

Aaron Calhoun, a 4th year cadet at the United 
States Military Academy, is a nuclear engineer-
ing major and has focused research on compu-
tational simulations of fission and inertial fusion 
reactors. Following his freshman year, he cre-
ated a database of nuclear reactor parameters 
and a respective Python analysis program for 
Sandia National Laboratories. Through Stamps 
Scholarship Foundation he continued his re-
search at Cambridge University, where he built 
the first full-scale nuclear reactor in the experi-
mental code SCONE.  
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many years. Thus, one’s level of self-awareness often is best analyzed with the help of other 
people; knowing how one’s actions impact others requires communication. Clear, simplistic 
“coaching” sessions can effectively enable employee self-reflection and awareness. 

Mindset: Mindset, likewise, is an extension of awareness.  It is “how you view the objec-
tive or the problem.” Espinoza asserts that the most successful are those who maintain 
a constantly growing, “I can learn/overcome this” outlook. The growth mindset operates 
optimally when the driving rationale is an innate interest in their field of expertise – not 
a bigger salary. Espinoza’s conclusion – hiring processes must account for the recruit’s 
“why” factor. A passion for financial success alone will not motivate cyber security teams 
to outpace criminals.    

Acknowledgment: Espinoza defines “acknowledgment” as the expression of genuine ap-
preciation for the work of others, which requires the leader to stop and meaningfully reflect 
on the progression of a project or individual, rather than yet uncompleted tasks. Espinoza 
views this acknowledgment-based approach as far more effective in building teams that are 
motivated by positive affirmation and respect rather than by fear and anxiety. For cyber 
security executives, this also entails keen awareness and acknowledging the differences be-
tween areas of expertise. “Technical employees” are not a monolith of expertise. As a result, 
company leadership needs to acknowledge and understand their employees’ boundaries. 
Lastly, he discusses how lack of acknowledgment from leadership “trickles down” and leads 
to a systemic culture of resentment and unappreciation. Open acknowledgment lies at the 
very foundation of a positive company culture. 

Communication: The desire to be “the smartest person in the room,” often further exac-
erbated by what is industry-wide reliance on inscrutable technical abbreviations, impairs 
effective communications in the cyber security team. In short, cyber security is often un-
necessarily complicated. Espinoza urges language simplification and punctuality of body 
language. The author explains that body language and tone are more important even than 
word choice in effective communication. Both technical and executive positions need to 
be capable of adapting comprehensible language conducive to a shared understanding. 
Espinoza describes various techniques, like mirroring body language and adapting lin-
guistic patterns, to help build a common, collegial form of communication. Unless over-
come, insecurities regarding personal intelligence can seriously impair inter-disciplinary 
cooperation.

Monotasking: Monotasking is Espinoza’s primary tool for improving focus. He explains 
that instant communication tools, like email, have created an environment where employ-
ees easily conflate the completion of many inconsequential tasks with productivity. Projects 
that require intensive focus commonly take a back seat to the implicit need for constant 
connection. He later observes that a culture of instant communication can cause anxiety, 
where every message is viewed as urgent, thereby enslaving employees “to other people’s 



134 | THE CYBER DEFENSE REVIEW

BOOK REVIEW - THE SMARTEST PERSON IN THE ROOM 

time.” Espinoza explains that monotasking focuses on one task within a given time “block.” 
He also explains why people develop communication-oriented anxiety from a psychological 
perspective and how monotasking utilizing the “block” methodology allows for productive 
periods of uninterrupted work.

Empathy: Espinoza’s chapter on empathy explains why interpersonal skills are essential 
for all members of a cyber security team, particularly the leaders. In line with his “acknowl-
edgement of difference”, as discussed before, Espinoza notes that the failure of employees 
to empathize and appreciate the talents of others limits their ability to effectively solve 
problems. He notes this is especially true for highly technical employees with limited un-
derstanding or appreciation for the work of non-technical employees. An overweening de-
sire to be the smartest person in the room will further exacerbate a lack of understanding 
and empathy. Communications driven by a desire to maintain intellectual superiority are 
seldom accompanied by offers or requests for help, making technical problems harder to 
solve, and team members otherwise impeded by a culture of unproductive intellectual inse-
curity. Espinoza concludes this chapter discussing two primary forms of empathy (affective 
and cognitive) and how, at an individual level, they can be introduced into company culture. 

Kaizen: As Espinoza states, Kaizen is the seventh and final step in the “Secure Methodol-
ogy” and “gives you permission to start and then continuously improve.” The importance 
of Kaizen stems from the assumption that “the only thing certain is uncertainty.” Enabling 
an organization to set goals without black-and-white expectations creates an environment 
of adaptability and resiliency. Focusing on the problem(s) at hand rather than remaining 
upset at changes in circumstance optimizes the overall team effort in any given project. 
While Espinoza’s summary of Kaizen philosophy is limited, he uses much of the chapter to 
discuss root-cause analysis, the tool he offers to better understand fundamental causation, 
and how to embrace uncertainty. His discussion of Kaizen is a broader debate of how to 
frame fears surrounding failure and uncertainty, not an in-depth discussion of Kaizen itself. 
Improvement and reflection of the other six steps require Kaizen.  

CONCLUSION
The Smartest Person in the Room: The Root Cause and New Solution for Cybersecurity is 

written with a cyber security focus, yet Espinoza’s “Secure Methodology” should apply to 
myriad fields and is understandable to a general audience. Despite the initial self-help guru 
feel of the book, Espinoza’s “Secure Methodology” provides a clear roadmap on improving 
the cohesion of highly technical teams. The future of cyber security, for Espinoza, can be 
greatly improved if companies from the outset prioritize inter-personal skills in their hiring 
and training practices; moreover, the adoption of the “Secure Methodology” provides specif-
ic human-centric goals for highly technical employees who are challenged in interpersonal 
settings. This review broadly summarizes each step of Espinoza’s “Secure Methodology;” the 
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book provides specific examples, exercises, and considerable detail as to how his suggestions 
can be implemented. In summary, Espinoza’s “Secure Methodology” provides an excellent, 
easy to read, overview of skills that are essential to any highly technical team, particularly 
cybersecurity, where the technology is evolving at warp speed.  
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