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We begin our discussion of “autonomy” with its Western meaning for the hu-
man individual: “to be autonomous is to govern oneself, to be directed by 
considerations, desires, conditions, and characteristics that are not simply 
imposed externally upon one.” Autonomy is “the capacity to impose upon 

ourselves, by virtue of our practical identities, obligations to act.”1 Similarly, extending au-
tonomy to machines is a partial release from external control that comes with obligations 
to act. That’s the easy part. 

Until the last decade, machines with no human in the loop had very limited repertoires 
of actions they could take, turning on the pump when they detected the water was rising. 
From that set of inherent constraints came reliability and understandability. As is obvious, 
we are transiting an inflection point where machines are gaining trained reasoning capac-
ity that can allow problem-solving without a human in the loop.  Even the training can be 
self-administered: the autonomy of self-modification (and, with it, emergent behavior — a 
topic to which we return below).

This leads to the set of interactions touched upon in this essay: Western principles of 
control, various tradeoffs, drivers of adoption, responsibilities, predictability, and recov-
ery from faults — a list that is neither ordered nor exhaustive of the work remaining to be 
done. We are well past arguing over whether autonomy is coming, or that it is a national 
security issue.2 However, while the transiting of the inflection point is clear and many of 
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the national security concerns recognized, less obvious 
is whether we as a nation have a preferred destination 
point/performance design in mind. We appear instead 
to have grown comfortable letting market forces drive 
development and consumer outcomes, and only then to 
intervene around any undesirable outcomes and effects 
as they arise. This approach is unsound given China’s 
fierce competition in pursuit of the foundational tech-
nology of the next-generation economic infrastructure 
and whose principles will dominate next generation 
infrastructure, and otherwise be embedded in technolo-
gies that will mediate our day-to-day life.

SPEED AND COMPLEXITY DRIVE THE DISTRI-
BUTION OF ROLES AND CONTROLS

This may be easy to say and accept on first reading 
but analyzing the implications is more complicated. 
We (humans) have long since proven that we can build 
systems that we cannot then understand enough to 
control. This should not surprise; complexity ensures 
emergent behavior.  It has been 25 years since Dyson 
wrote, “Emergent behavior is that which cannot be 
predicted through analysis at any level simpler than 
that of the system as a whole. Emergent behavior, by 
definition, is what’s left after everything else has been 
explained.”3 Therefore, when we cannot explain the 
cause-and-effect relationship of some autonomous sys-
tem’s choices that crashed some platform, we revert to 
comparing the overall safety of the system as a whole 
and “accept” the attendant risks. The contribution of 
algorithmic trading to flash crashes at the NYSE might 
be a recognizable example.4 In striving for machines to 
learn not only during preparation for going live but also 
to learn as a result of having gone live, we are actively 
seeking emergent behavior yet not preparing for the po-
tential consequences of that emergent behavior.

Consequently, we ask: should hands-off mathematical 
operations — autonomous algorithms — be treated as if 
they are correct-by-definition or incorrect-by-definition? 
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Do we default to trust or mistrust? Given the myriad 
parameters, ML algorithms likely will never be 100% 
susceptible to coherent explanation5 (see Fig. 1); hence 
the venerable strategy of trust-but-verify seems perma-
nently unattainable. That leaves only slow, measured 
delegation of authority to the AI under the banner of 
hope or fighting fire with fire under the banner of the 
precautionary principle,6 i.e., using one AI to watch an-
other7 in an attempt to constrain the emergent behavior 
of the base AI system, and the hope that collusion does 
not follow.8 Exhaustively testing an autonomous system 
is impossible; reserving part of the training data for 
post-training validation runs is about all there is. Why? 
Because the possible outcome space is too large to ex-
plore — the only place to test is in production, which 
brings us back to the question of whether we treat the 
AI by default as correct or incorrect. Yes, the reality is 
more complex than that. In much of cybersecurity de-
sign, the emphasis is now on “zero trust;” every interac-
tion between components must be challenged to prove 
it is wanted. What that means for autonomy is unclear; 
some argue that imposing upon ourselves an obligation 
to act includes the Golden Rule, which should also ap-
ply to autonomous systems.9 Others say that trust is 
“confident anticipation backed by effective recourse,”10 
the antithesis of saying that every thinking entity is 
my friend.11 What is the recourse when an autonomous 
system produces an unwanted result? Does that not im-
ply a base requirement that all actions by autonomous 
systems must be inherently attributable in terms of 
cause and effect? Our desire for attribution is such that, 
even though the size of emergent behavior space is too 
large to predict, we will still define any system by the 
extrema that emerge from it and look to hold someone 
or something accountable for the “failure” — System 
X crashed the plane, or shut down the power grid, or 
launched a cyber-attack against an ally because some 
third party was using the ally’s infrastructure to attack 
the US.
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 Figure 1: Growth of parameter count in Natural Language Generation (NLG) models

Speed enters all of this. First is the increasing speed of machine operations themselves. 
Second is the speed at which key decisions are delegated to specific machine AIs, and driven 
by power competition, both commercial and military. Third is the speed of proliferation of ma-
chine AI into new areas of application, and this is where the natural pace of rulemaking is the 
most insufficient.

Extrema are not boundable

A massive potential outcome space, which describes all non-toy machine learning (ML) sys-
tems, renders it impossible to bound what an extreme value is or might be. The more complex-
ity in any system, the broader the range of that system’s possible outcomes. This makes the 
probability distribution of possible outcomes have “fat tails,” meaning that across the distribu-
tion of possible events, the statistical properties of the entire distribution as a whole come to 
be dominated by the impact of rare events. As an example, when there are one million buckets 
with no money in them and one bucket with $100,000,000, the expected gain you get from 
sticking your hand in a random bucket is $100 — an amount which you cannot actually win 
and, in any case, is entirely a function of that one solitary outlier value. More critically to our 
discussion here, for fat tails, the difference between extrema already observed and future ex-
trema are much larger than for distributions with thin tails; the worst flood you have ever seen 
does not tell what is the worst flood that can happen.

Avoiding the uncharted seamount

Given the above, the mythical prudent man or government would plan for maximum dam-
age scenarios, not for maximum likelihood scenarios. Does this mean that the introduction of 
autonomy must be incremental? No, insofar as the only way to test is in production and past re-
sults are no guarantee of future performance. Does this mean watchdog processes are needed 



DAN GEER : GLENN GAFFNEY 

SPRING 2023 | 19

(even if they, too, are massive, non-interrogable ML)? Yes, with design-space wiggle room here 
for whether the watchdog’s autonomy includes overriding authority for the AI under watch. For 
the sake of resilience if no other, does this mean retaining whatever mechanism pre-dated the 
autonomous system now being put into operation? A strong yes if the prior mechanism can be 
guaranteed to remain in working order while it stands by, else no, expecting some prior mech-
anism to come to the rescue from unattended cold standby is a false security promise.

Mitigating downsides

As with any other substantive risk management, the key challenge is mitigating downsides. 
Speed, cost, efficacy, latency, side effects, and more — all figure in. Speaking broadly, planning 
for the loss of a meaningful asset implies planning for the availability of compensating reserve, 
the role insurance plays in normal affairs up to and including those where the government is 
the insurer of last resort. Retaining working alternatives is, in this sense, a kind of insurance. 
So is deployed diversity — Nature knows better than to fabricate monocultures that fail in 
lockstep while market forces arguably do not. While it has been repeatedly but ineffectually 
discussed in the setting of one technical aspect of societal digitization, namely cybersecurity, 
deploying thoroughgoing autonomy into societally critical roles might suggest the issuance 
of catastrophe bonds12 to cover the tail risk of dependence on that autonomy. Lessons learned 
from managing the tail risk of the nuclear power industry under the Price-Anderson Act13 
should also inform an adroit tail risk strategy for critical autonomous processes.

Accommodation to democracy

 While all politics may be local, all technology is global; hence technology policy instanti-
ation inside an autonomous system must somehow accommodate local values. Autonomous 
technology suppliers sometimes assume a quasi-governmental role. Government vs. autonomy 
debates previously were often confined to centralized vs. decentralized administrative organi-
zation, antitrust regulation vs. “natural monopolies,” or the reach of public health measures. 
No more. The largest tech firms now dwarf small countries14 in economic size, number of cli-
ents,15 and the amount of personal information stored about those clients. Rule of law observes 
jurisdictional boundaries, but that limitation more often than not fails to cover technology. As 
companies and governments deploy more autonomy, the capability set of autonomous sys-
tems must include awareness of jurisdictions in the equation. Achieving this in practical terms 
prompts us to quote Lessig:16

Every age has its potential regulator, its threat to liberty. Our founders feared a newly 
empowered federal government; the Constitution is written against that fear. John Stuart 
Mill worried about the regulation by social norms in nineteenth-century England; his book 
On Liberty is written against that regulation. Many of the progressives in the twentieth 
century worried about the injustices of the market. The reforms of the market, and the 
safety nets that surround it, were erected in response.
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Ours is the age of cyberspace. It, too, has a regulator. This regulator, too, threatens liber-
ty. But so obsessed are we with the idea that liberty means ‘freedom from government’ 
that we don't even see the regulation in this new space. We therefore don't see the threat 
to liberty that this regulation presents.

The regulator is code — the software and hardware that make cyberspace what it is. This 
code, or architecture, sets the terms on which life in cyberspace is experienced, and governs 
both privacy protections and censored speech. It determines whether information access is 
general and/or zoned. It affects who sees what or what is monitored. In a host of ways that 
one cannot begin to see unless one begins to understand the nature of this code, the code of 
cyberspace regulates.

Subjugating autonomy to democracy is no small challenge. Democracies are inefficient by 
design, and we need machines to do what they do best. How best can democracy thrive in an 
automated world? By what principles will we govern “by the people” in tandem with free-run-
ning, self-modifying algorithms? We desire clarity in understanding why control decisions are 
made – particularly when we do not like the outcomes of those decisions. Unless we know we 
have some visibility or understanding, if not transparency,17 providing checks and balances18  
sufficient to the task is not possible. US policymakers did not foresee that surveillance would 
become commercially monetized19 or that low-end job descriptions might inherently include 
functioning as an informant.20 Similarly, no one should expect autonomy to play nice magically. 
We need to establish a way to safely exercise and test emergent behavior with some degree of 
public engagement and transparency. Aspects of applied techno-sociological research across 
critical public service systems and infrastructures must have the principal goal of establishing 
the design space for watchdog AI systems. All of that is before we use the word “China.”

Data as a driver for autonomy

The explosive growth in data volume has led some to suggest that DNA storage alone can 
accommodate the volume.21 Even so, much data will remain at its point of collection; there is 
not enough bandwidth to move it all elsewhere. Lt. Col. Rhett Hierlmeier, who headed up the 
training center for the F-35, in an interview observed: “Standing outside the cockpit, he peers 
into the darkened dome and says he believes we will one day fight our enemies from inside 
one of these things. When I ask what that will take, he says flatly, ‘Bandwidth,’ which is why 
‘engineers are focused on things like improving artificial intelligence so planes can act with 
more autonomy, thus cutting down on communication bandwidth [requirements].’”22 In this 
and other examples, we see that data richness is the foremost driver for algorithm autonomy.

If data volume forces distal compute nodes to require autonomy, what does that imply for cy-
bersecurity? Authorities some years back concluded that “[t]he best approach to cybersecurity 
will emphasize defenses that are robust to unforeseen perturbations, evolvable in response to 
changing conditions, and self-repairing in the face of damage.”23 This was an early call for a 
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second watchdog breed-type of autonomy. (Everyone, including those concerned about data in-
terception in transit, will agree that data untransmitted is data unintercepted, which provides 
yet another driver toward autonomy.)

Operational reality and government responsibility

Unless an algorithm is misapplied, autonomous AI systems will usually perform better than 
a human at the same task. At the same time, we know that optimality and efficiency work 
counter to robustness and resilience.24 We know that complexity tends to conceal interdepen-
dence, and unacknowledged interdependence is the source of black swan events. We know 
that the benefits of digitalization are not transitive (they do not spread to all concerned) but the 
risks are (and do). We know that because single points of failure require militarization wherev-
er they underlie gross societal dependencies, frank minimization of the number of such single 
points of failure is a national security obligation. We know that cascade failure ignited by ran-
dom faults is quenched by redundancy whereas cascade failure ignited by sentient opponents 
is exacerbated by redundancy. Hence, we know that preservation of uncorrelated operational 
mechanisms is likewise a national security obligation.25 Once again, leaving everything up to 
globalized market forces will almost certainly result in serious downside outcomes for many 
without clarifying what constitutes acceptable costs.

An early adopter: Autonomy for cybersecurity

The need for speed in each step of the cybersecurity OODA26 loop is growing more urgent, 
and that which we must protect is growing more valuable and more complex. Whether or not 
caused by a litany of accumulated design and implementation failures, it remains true that 
humans simply cannot keep up with the growing demand. Nor are they good at accepting the 
consequences of weakness. Cybersecurity tools must include autonomous actors. Most of us 
have a natural default tendency to seek (and expect) a technical solution to self-imposed prob-
lems, but we now have little choice but to center strategy on employing algorithms to do what 
we cannot ourselves do, which is to protect us from other algorithms. This may be inevitable, 
if in cybersecurity offense actually enjoys a structural advantage over defense, it might mean 
that wars of attrition spring up within each new theater of offense, each new dependence made 
critical simply by the aggregate mass adoption of the underlying technology.

To be clear, while our systems can benefit from greater autonomy in cyber security, we si-
multaneously must pre-determine the reasonable limits of that autonomy. All models have a 
tipping point, and such tipping points (vulnerabilities) need watchdog protection from sophis-
ticated adversaries capable of exploiting those tipping points. Adversaries greatly value the 
ability to undermine our trust in our own data, and to redirect our autonomous agents and 
thereby inflict friendly fire. A paramount research grade problem here would be a solution for 
carefully breeding the watchdogs.
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The evolution in thinking, negotiating, and training with machines

In the age of autonomy what is worse: getting the right answer for the wrong reasons, or 
getting the wrong answer for the right reasons? Are we troubled by the implicit de-skilling that 
comes with substituting autonomous algorithms for practiced, intuitive human judgment, how-
ever inferior the latter is? Langewiesche’s analysis of the June 2009 crash of Air France Flight 
44727 comes to this conclusion: “We are locked into a spiral in which poor human performance 
begets automation, which worsens human performance, which begets increasing automation,” 
and further, that “the effect of automation is to reduce the cockpit workload when the workload 
is low and to increase it when the workload is high.” Put differently, as we increasingly become 
dependent on autonomous systems, we need to anticipate and recognize the point at which an 
autonomous AI becomes an irreversible necessity.

Once we cross that no-going-back point, we aren’t so much flying the plane with AI as we are 
negotiating with an AI agent in order to fly a plane (or complete another complex task). We are 
already in the era of negotiation with AI rather than harnessing it as a tool we command and 
control, but we have yet to fully acknowledge this. In other words, it is undoubtedly essential to 
train humans and machines as a team. Professional certifications and regulations must ramp 
up to this reality. This has already begun within limited areas by firms with the resource base 
and drive to do so, but it is entirely locally driven. And, as is true for other high technology 
breakthroughs, government regulation is woefully trailing, and desperately needed. 

It is possible that, during the training of the man-machine composite, the human expert can 
help the machine learn and become more effective in complementing human behavior. Hu-
mans and machines partnering together have already proven to be superior to machines alone 
in some strategy games.28,29 In other areas, human experts have undergone retraining to learn 
how to better interface with the AI agent to ensure both remain on the same page for operating 
safely.30 In such examples, the burden of understanding and adapting to the communication 
style remains with the human; the ability to reason is the distinguishing human characteristic, 
though for how long remains a debated question. Given the consequences of getting it wrong, 
the US should seriously consider the need for a “Reverse Turing Test” whereby nothing can 
be classified or accepted that does not either recognize that it is interfacing or working with a 
human and act accordingly, or at a minimum be proven to be totally subservient to the human 
in the loop. Indeed, this article proposes the following as a general rule that governs use of ma-
chine learning: A machine must recognize when it is interacting with a human, and we must 
have already chosen if and when “I’m sorry, Dave, I’m afraid I can’t do that”31 might actually 
be proper.

A role for government and our allies

There has been an appropriately increased focus this past year on technology innovation as 
part of our great power competition with China. While AI is called out as a key tech sector for 
competition, per se, we must recognize that AI’s application within other critical tech sectors, 
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like biotech, and in critical infrastructure systems and public services will be equally import-
ant for our overall competitiveness. The US government (USG), as part of its emphasis on inno-
vation and economic competitiveness, must pursue an understanding of what democratic prin-
ciples of digital design mean in practice. Digital proving grounds will be needed. Such proving 
grounds must be able to leverage national labs and other federally funded infrastructure. Inte-
grated research teams must include public and private sector experts alike. Participation must 
be either compelled or heavily incentivized. There must be no confusion that this effort is a 
look-ahead to understand and then forestall the distribution of autonomous systems that are in-
advertently anti-democratic and/or uncontrollable once deployed. Call it accountability, if you 
prefer, but think of it as the governance of checks and balances. Any system of trust requires a 
trust anchor; this effort is to construct one. So long as the autonomous decision-making is not 
susceptible to coherent explanation, autonomy’s implicit authoritarianism32 means operational 
countermeasures must be vetted at those proving grounds. Hard questions await, e.g., when 
may an autonomous system reproduce?

If a probative model can be established, then the USG should look to export the model to 
like-minded democratic allies around the world. Sharing such proving ground spaces inter-
nationally would send clear signals that alternatives to “Made in China” infrastructure and 
“Controlled in China” data stores are within reach. The policies around autonomy can make 
clear the distinctions between autocracies and democracies like few other areas of comparison. 
The US cannot meet the demands of the great power competition before us on our own within 
the short 9-10-year time frame we face. This is a time to do things with our allies, not to them.

To be adopted, allies must view the offer we make to them to be real in terms of their eco-
nomic glide path. We believe the only sure way to demonstrate our commitment is to do here at 
home what we urge them to do (“do as we do”). If we can gain significant tech translation activi-
ty across a few critical economic areas and across several regional partners within the next 3-5 
years, we believe that will prove disruptive to China and its 2030 timeline to overtake the US.      

Summary of Recommendations — What the US government should establish next.

1. A national priority for dedicated, interdisciplinary, techno-sociological research on autono-
mous systems, including a requirement for AI-on-AI “watchdog” design and development.   
This research must cover autonomous system safety and fitness for use as to both industrial 
accidents and hostile actors. Prudence requires that all autonomous systems be considered 
dual use by default.

2. A national priority risk management strategy for critical autonomous processes. To motivate 
the best efforts of the private sector, strict liability for autonomous systems must be put in 
place and be explicit. Mandatory reporting thresholds for untoward and unanticipated in-
cidents must likewise be explicit, including unarguable clarity for which agencies have the 
duty to receive and act upon such reports.
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3. Regulations and certifications for what is acceptable practice to train humans and machines 
as a team. This has begun in some industries but needs to be required for critical systems 
drawing direction from the training of professionals who interact with complex environ-
ments, such as lawyers, licensed structural engineers, passenger aircraft pilots, certified 
public accountants, etc.

4. A national autonomy design criterion that, at a minimum, insists that autonomous systems 
recognize a human in the loop and that human’s authority for interaction. Abiding by such a 
criterion would grant to the maker of the autonomous system those kinds of legal immunity 
that are proportionate to the rigor of the criteria followed. A starting point might be airwor-
thiness certificates issued by the Federal Aviation Administration (and some other countries 
such as Australia).

5. Proving grounds in partnership with industry, which focus on the application of, and ex-
perience with, autonomy across tech sectors deemed critical in ongoing competition with 
China, critical infrastructure, and public service systems. These proving grounds can be top-
ic-specific, and because these partnerships may include both regulator and the regulated, 
convenors and operators of such partnerships of such proving grounds should, as precedent 
has shown, be private third parties.33 These proving grounds:

a) Can be established across several regions of the country to engage the broadest range of 
Americans through inclusion, transparency, and communication in relevant work, and

b) Should be designed and operated to provide common experience in testing and devel-
oping new risk strategies and systems using modeling and testing to explore options 
and develop consensus around solutions. Partnerships among the autonomy industry, 
government, and insurance industry should lead to new incentive models and policies for 
buying down the risk in key areas for rapid development, testing, and fielding.

c) Should include experiments designed to proactively provide baselines for new regula-
tions and certifications in team training of humans and machines.  

d) Should be enabled for next-generation data operations, establishing the necessary prac-
tices for the rapid advancement of research and tech translation into application and 
commercialization while providing protection from economic espionage and theft and 
securing the privacy of our citizens. This next-generation infrastructure will support the 
new economy and is as vitally important as the science, technology, and commercial en-
terprise it seeks to enable.

The closing question: Is autonomy a zero-sum game?  
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