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Making the Self-Evident Obvious[1]

What infects the cyberspace societal substrate also infects its technological 
offspring.  Whatever relies on the current shoddy, insecure cyberspace 
substrate inherits its vulnerabilities. This great silent unlearned lesson 
among technologists, promoters, government officials, and ignorant or op-

timistic users seems self-evident and yet is repeatedly unlearned. It would seem self-evi-
dent that, unless the underlying substrate is transformed to be securable, any new tech-
nology built on those insecure cyber foundations will, in turn, fall prey to the same 
assaults. That adversary and criminal campaigns to poison data, corrupt algorithms, and 
‘p0wn’ development processes are fairly predictable is logically obvious for AI systems 
as well as quantum, robotics, autonomous systems, synthetic biology, and any other 
emerging technologies. They all rely on the highly corruptible, existing cyberspace sub-
strate and inherit its attack surfaces in addition to new ones of their own. 

This logic and lesson of inter-generational sharing of vulnerabilities is clearly not obvi-
ous to the bulk of the information technology (IT) community responsible for developing 
the programs, collating the data, or using the results, tools, and products in established or 
emerging technologies. Even the advanced and most respected policy schools feeding the 
top ranks of the national policy elite did not perceive the logic despite having the president 
of the US declare in 2009 that cybersecurity is “one of the most serious economic and 
national security challenges we face,”[2] As late as the mid-2010s, most major master’s pro-
grams in public affairs, political policy, international relations, business administration, 
law, or criminal justice did not yet include cybersecurity courses (or even cybersecurity 
components as part of their existing curricula) for their students.[3]   
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As further evidence of how little learning about com-
puter vulnerabilities has penetrated the national zeit-
geist, a myriad of revealed cyber-attacks over the past 
ten years has taken most of the past decade to spur 
broader and more concrete systemic action across the 
IT capital goods industry. For most of the past three 
decades, only occasional or niche admiration of this 
ubiquitous insecurity problem pockmarked the think-
ing across computer science professionals, Internet 
promoters, IT capital goods enterprises, and political 
decision-makers. Only recently have we seen the de-
velopment of the “DevSecOps” (development security 
operations) concept across the information systems 
community, with the goal of securing software during 
its development.[4] However, it has yet to solidify as a 
defined set of basic processes embedded in the design, 
development, and implementation of new technology 
(software and hardware).[5] 

Even further behind in learning this lesson are the 
various communities of emerging technologies. Espe-
cially noteworthy is artificial intelligence, arguably 
the most widely applied of the major emerging tech-
nologies. Although it has been around in either a soft-
ware or an algorithmic form since the 1950s,[6] only 
since 2010[7] have some developers begun to warn 
about the cybersecurity threats to AI products. More-
over, only since 2017 – as though these vulnerabilities 
were something newly noticed and in need of expla-
nation – has that warning become more vigorous.[8] 
Over the same period, however, according to one AI 
safety company’s CEO, vulnerabilities have increased 
five thousand percent.[9]  

The situation is only going to get worse, the longer 
the lesson about how a shoddy cyberspace parent 
infects its emerging technology offspring is ignored. 
“Those attacks are going to become more and more 
pervasive, more and more prevalent, especially as [ad-
vanced battle management system] and [Joint All-Do-
main Command and Control] get implemented out into 
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a wider context. The amount of data is going to explode beyond anybody’s expectations. ... I’m 
talking about the sheer collection of that data and what that enables our adversaries to do and 
to think about.”[10] According to a recent Microsoft survey of machine learning developers, 25 
of the 28 groups interviewed did not know how to secure their machine learning systems, 
making their security awareness and posture effectively zero.[11]

At the end of the day, the brave new world of emerging technologies will only be as secure 
as the highly insecure underlying substrate on which they are being built, in which they are 
being embedded, and through which they are expected to operate transparently, accurately, 
and resiliently. Until we collectively transform that substrate in order to secure it, though, 
our future with emerging technologies will be one of exquisite and inexplicable further fail-
ures and ceding technological dominance ground to adversaries able to manipulate key na-
tional systems. This equally self-evident future path is apparently also not obvious.

“NMPY” – Not My Problem Yet

Why emerging technology developers would put cybersecurity aside during their project 
creation is understandable. First, most AI developers have been trained as computer sci-
entists or mathematicians or they have grown up in the IT capital goods communities.[12] 
Little to none of their training specifically focused on the inherent security complexity of the 
computer languages they know, the programs they run, or the products they make. Indeed, 
security for computer products in general is relegated to minimal efforts inserted late in the 
development process with after-market updates left to be someone else’s problem.  

Second, it is hard enough to get a new machine learning (ML) model to work at all and to 
gather all the data needed just to train it, let alone slow down its development to worry about 
what exploit might attack the model and/or its data once it is deployed. One analogy – al-
though a weak one – might be that of designing a ground-breaking new kind of car engine. 
No producer wants to ask their engineers working on the engine to slow down development 
in order to first figure out what stresses the new marvel will put on the braking system or 
even how exactly the braking system will work in the final design. That problem is left to 
others to solve once the new engine actually works and provides the additional thrust, effi-
ciency, or mileage that then undermines the current brake design. Similarly, the incentive 
is enormous to just get the ML model to do what was envisioned. For developers, worrying 
about someone or something later messing that up has long been considered a step too far.

Third, this lesson is tough to learn because of the inherent opacity of the product, even 
more difficult to disaggregate than  the code of a classic computer program. The latter is 
largely readable by a human, but the model’s operating neural networks – modern AI’s ma-
chine learning workhorses – are not. Machine learning is so heavily dependent on complex 
structures of opaque computerized calculations. Leaving aside adversaries, the AI/ML mod-
els can perform poorly for a wide range of obscure reasons constituting the normal accidents 
of complex systems.[13] Intentional or accidental corruption of one or more of its three main 
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development components – the tools, the models, and the data used to train the models – is 
exceptionally difficult to detect.[14] 

Fourth, the inherent optimism of the computer science culture pushes against expecting the 
worst. Of course, it is recognized that at some point someone in the real world will connect the 
new AI product, new robot, or new autonomous system to old(er) networks, even if only for 
updates. Yet. this recognition does not invoke security concerns; indeed, AI and ML are usually 
characterized as separate from cybersecurity in casual discussion. Generally, the terms are 
connected with “and” as though they are two different topics, independent of each other. As 
Lt. Gen. Mary O’Brien, Air Force deputy chief of staff for intelligence, surveillance, reconnais-
sance, and cyber effects operations, recently noted: “[t]there’s an assumption that once we have 
the AI, we develop the algorithm, we’ve had the training data, you know, it’s giving us whatever it 
is we want it to do, that there’s no risk, that there’s no threat.”[15]   

While the Air Force is commonly assumed to be the most advanced US military service 
in terms of artificial intelligence,[16] Lt. Gen. O’Brien also noted that the service has no unit 
dedicated to defending the ML algorithms once they are deployed for use and called an officer 
suggesting the creation of such an AI red team a “maverick.”[17] While this term was used with 
respect, If an officer need, to be a maverick to make the obvious connection that these newer 
systems will be intrinsically vulnerable, then the lesson of cybersecurity – so poorly and slowly 
learned in the parent field of computer science – has even less penetrated the more opaque 
world of AI/ML development. 

The Peer Adversary Knows the Lesson, at Least as an Opportunity for Attacks 

The time left to learn the lesson about cybered defense of AI/ML shortens daily as western-
ized democracies fall behind in having a skilled and well-educated workforce able to both de-
velop and find ways to defend AI/ML systems. Aside from the sheer scale of the 5:1 advantage 
in the overall population compared to the US, China’s strategic and well-funded dedication to 
technology dominance in the last half-century is paying off. Not only has the US’ main peer 
adversary developed a commanding lead over the US in several emerging technologies, but it 
is also outpacing the US in the number of graduates in STEM subjects.  China outspends and 
outgraduates the US in STEM graduates and Ph.D.’s.[18] There are more Chinese computer sci-
ence graduates in a year than the US has graduated in all of its STEM programs.[19] Concerning 
AI, in particular, the US’ top twenty accredited universities’ Centers of Academic Excellence in 
Cyber Operations (CAE-CO) offer fewer AI/ML classes for their students than the equivalent 
eleven schools in China.[20]   

Furthermore, China uses its centralized authority to mandate AI education in its high 
school curricula and  requires AI companies to partner with schools and universities to 
help train students. Whereas the US federal approach is piecemeal, hampered by the Con-
stitutional allocation of education sovereignty to individual states and even districts. Since 
2018, the Chinese government approved at least 345 universities to offer an AI major – now 
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the country’s most popular – and at least 34 universities have launched their own AI insti-
tutes.[21] The US, by comparison, is experimenting with AI education curricula and industry 
partnership initiatives, but still in a piecemeal way that varies by state and places a heavier 
emphasis on computer science education.

Other emerging technologies such as quantum or advanced bio-engineering fare little better. 
At least for the developers and potential clients of those new and emerging technologies, the 
awareness exists that the new technology can be corrupted. Quantum computing, for example, 
is widely viewed as both a benefit to cybersecurity due to the difficulty of breaking its encryp-
tion or obtaining unauthorized decryption but also as a potential disaster for the currently 
dominant asymmetric, public-key encryption that could, in the near future, be made obsolete 
by quantum decryption.[22] The main adversary for consolidated democracies, China, has noted 
the connection between cyberspace and quantum or AI/ML or space. It is making massive 
strides in keeping with its scale and strategic coherence advantage, funding, mandating, and 
facilitating quantum research and production, along with its computer science, artificial intel-
ligence, and other emerging technology initiatives. The chief adversary has learned the lesson, 
still just being admired by the democratic defenders. 

If the Apple Does Not Fall Far from the Tree – Learn to Transform the Tree

The consequences of not learning how to defend both the cyberspace substrate and its off-
spring, such as AI, can be dire in the future. While most emerging technology initiatives across 
consolidated democracies are waiting on lagging market forces to notice, care about, catch 
up with, and then act to defend cyber/AI systems and any other new technologies, a horde of 
AI-familiar students exit Chinese high schools and then college to transform their national so-
cio-technical-economic system (STES) and their future prosperity. In the near-medium future, 
the US and its allies will face not only a tsunami of overwhelming cyber-attacks, which they will 
have to defend  but will also experience vastly greater losses as their advanced and emerging 
technologies are stolen, corrupted, disrupted, or remotely controlled. The exponential growth 
of adversaries’ skilled attackers, processes, and advanced technologies offers opportunities for 
more accidents, errors, and malicious interventions. 

China also suffers from the same NMPY attitude among its developers of emerging technolo-
gy. Still, China’s leadership has already moved from problem admiration to action to protect its 
substrate and, by extension, its own development and use of emerging technologies. Certainly, 
the leadership has learned the lesson about the connection between poor underlying cyberse-
curity and the future prosperity and defense of the national STES. Its own expertise in cyber-at-
tacks on other nations’ cyberspace and emerging technologies indicates what could be done to 
China itself should the democratic states engage in the same cyber campaigns and mirror Chi-
na’s poor state behaviors in hacking. Fearing those reprisals or exploitation in return, the Chi-
nese regime has created a National Cybersecurity Center to address the underlying insecurity 
of its cyberspace substrate with generous funding and government top-down authorities.[23] 
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One of its goals is to displace foreign technology, a process that could mean replicating shod-
dy existing technology with mirrored equivalents built in China and perhaps coded in native 
Mandarin. However, it is likely also to mean that, given the surge in the national development 
of computer science and related talent, this pursuit will generate at scale a bevy of discoveries 
and innovations. If so, Chinese computer science will transform its own national substrate into 
something more secure for the benefit of China alone, further ensuring the gap between its 
technological vigor and the digital security of the consolidated democracies.  

Leaving this lesson unlearned is a major national security threat for the US and its allies 
if these numbers hold true in the future. "[B]y the year 2025 more money will be spent on 
artificial intelligence software and services than on infrastructure-as-a-service and platforms-
as-a-service."[24] The race to incorporate artificial intelligence in the form of machine learning 
and reinforcement learning is showing a pattern of “adopt-before-securing” just like the race 
to computerize that engulfed the advanced economies in the early 2000s. That earlier wildly 
enthusiastic develop-and-promote era cemented technological flaws and insecurities deeply 
within the cyberspace substrate – the same underlayment that threatens these new emerging 
technologies. The difference now is that a major authoritarian nation is rushing in with the 
intent to dominate the technology globally. Even if it is rushed and somewhat slipshod, China’s 
progress in replacing foreign technology with indigenous means that the fragmented democra-
cies will be left with emerging technologies more vulnerable to compromise. At the same time,  
they will find it harder to defend against the more technologically literate, large state. Over 
time, they will also fall further behind in their ability to reciprocate attacks by disrupting the 
adversary’s increasingly different and likely more defensible cyber substrate. 

Action is needed now, and it must be collective action across the consolidated democracies 
to increase their scale and the pace of transformation of the underlying cyberspace substrate 
and the emerging technologies themselves.[25] Unfortunately, there is no automatic win for 
the westernized “likeminded” nations in the future if this lesson remains unlearned. What-
ever is done by either authoritarian adversaries or consolidated democracies to transform 
their underlying vulnerable cyberspace into a more securable substrate will increase the 
chances of defensible operations for their technological advances emerging now and in the 
future. The only question is whether the consolidated democracies or the huge rising author-
itarian peer power learns or benefits from this lesson sooner. The quicker student wins the 
better future, and the future of democracy as a desirable model for a prosperous, advanced, 
and secure society rests on the outcome.  
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