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VOL. 7  mNo. 2

The Cyber Defense Review:  
So…Anything Interesting  
Going On? 
 
Colonel Jeffrey M. Erickson           

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

As I read through the Spring CDR, I found that the war in Ukraine was on my 
mind and that I analyzed the articles through that lens. During my reading of 
 each article, I kept asking myself the following:  

m How does this relate to the current and evolving situation in Ukraine?   

m Is Ukraine validating many of our assumptions of modern, multi-domain operations?  

m Or is it a return to more traditional/conventional warfare?  

m Finally, how are other adversaries, such as China, leveraging the situation to their 
own benefit?

While not written with Ukraine in mind, I think you’ll find many relevant articles in 
this issue that highlight the need for continued thought leadership in cyberspace, which 
plays a crucial role in current and future competition and conflicts.

In our Leadership Perspective section, Admiral (Ret.) Dennis Blair (former U.S. Director 
of National Intelligence) and William “Bud” Roth, Esq. (781st Military Intelligence Bat-
talion, U.S. Army) argue for the expansion of the role of the private sector in cybersecu-
rity. They highlight historical examples where private companies have assisted with law 
enforcement activities and describe a three-tiered licensing system that would increase 
collaboration with the government and overall defensive capabilities. Additionally, the 
Honorable Christopher Ford (former U.S. Assistant Secretary of State for International 
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Security and Nonproliferation) in “Conceptualizing 
Cyberspace Security Diplomacy” provides a frame-
work around the variables of information strength, 
partner trust, and operational consequence as a way 
to inform responses to threats. The graphical repre-
sentation of his framework provides a visualization of 
potential outcomes.

We are excited to showcase two outstanding Profes-
sional Commentaries in the Spring CDR. In his article 
“America’s Cyber Auxiliary: Building Capacity and Fu-
ture Operators,” Lieutenant Colonel (Retired) Jeff Fair 
(Vice President of Cybersecurity and Economic Devel-
opment at the San Antonio Chamber of Commerce) 
argues for the creation of a cyber auxiliary corps like 
the Coast Guard Auxiliary Corps and the Civil Air Pa-
trol. Both organizations were created during times of 
great change to create the necessary capacity to serve 
the nation while simultaneously inspiring new gen-
erations. Could we leverage a similar model for our 
current environment? While the article “AI, Super 
Intelligence, and the Myth of Control,” Brian Mullins 
(CEO, Mind Foundry) highlights the myths surround-
ing data, super intelligence, the role of humans in de-
cision-making, and the barriers to achieving organiza-
tional intelligence.

Our Research Articles cover a variety of topics:

mIn “Information as Power,” Dr. Milton Mueller 
(Georgia Institute of Technology’s School of Pub-
lic Policy) and Dr. Karl Grindal (GIT’s School of 
Cybersecurity and Privacy) discuss the evolution 
of Information Operations within the US military, 
to include how it was implemented in the Cold 
War, Global War on Terror, and post-2016 elec-
tion. They examine how the various services have 
approached information warfare and the possible 
friction points with the traditional US views on 
freedom of speech and the exchange of information.

Colonel Jeffrey M. Erickson is the Director  
of the Army Cyber Institute at the United States 
Military Academy (USMA) located at West 
Point, New York. As Director, COL Erickson 
leads a 60-person, multi-disciplinary research 
institute focused on expanding the Army’s 
knowledge of the cyberspace domain. He 
began his Army career as an Armor officer  
before transitioning to the Simulation  
Operations functional area, where for the  
last 15 years, he has been using simulations 
to train from the individual to the Joint and 
Combatant Command levels. He has a B.S. 
in Computer Science from the United States 
Military Academy, an M.S. in Management  
Information Systems from Bowie State  
University, and an M.S. in National Resource 
Strategy from the Eisenhower School  
(formerly the Industrial College of the  
Armed Forces). His fields of interest are  
simulations for live-virtual-constructive  
training, testing, and wargaming.
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mIn “Explicit Bargains are Essential to Forming Desired Norms in Cyberspace,” Major 
Wonny Kim (Innovation and Information Operations Officer, 75th Innovation Command, 
U.S. Army) discusses the need for the US to better establish norms in cyberspace with 
respect to China through explicit policy, but also through actions. Failure to clearly de-
fine either could potentially lead to escalatory actions by both sides.

mIn “Timing Influence Efforts with Information Processing,” Dr. Joshua McCarty (Purdue 
University Global) and Kaylee Laakso explain how information is sought and narratives 
are formed following crisis events. They present case studies that demonstrate the crit-
icality of the first five days of information seeking and the eventual socialization of the 
information. By understanding the life-cycle of this process, it’s possible to leverage the 
window of opportunity to enable positive outcomes.

mMajor Neill Perry (U.S. Air Force Reserves Intelligence Officer) discusses the US ap-
proach to disinformation in “The Global Engagement Center’s Response to the Coronavi-
rus Infodemic.” He explores what worked and provides recommendations for the future.

Finally, Major Mathieu Couillard (Signals Officer, Canadian Armed Forces) provides an 
excellent review of John Arquilla’s Bitskrieg: The New Challenge of Cyberwarfare. Arquilla’s 
book seeks to define the complex current environment and provides some policy recommen-
dations worth considering.

As Ukraine dominates the headlines, the ideas, concepts, and positions contained in this 
issue go beyond the current conflict to help our understanding of the enormous challenges 
and greater possibilities within cyberspace.
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Cyber Crime and 
Geostrategic Clash 
Over the Internet

Admiral (Ret.) Dennis C. Blair 
William “Bud” Roth

Over the past two decades, global society has shifted significant portions of its so-
cial and economic activities online. In the US alone, Internet Association experts 
estimate that Internet-based commerce accounted for about $2.1 trillion, or 10% 
of GDP, in 2019. With this rise in economic and social activity, the world has wit-

nessed a dramatic rise in cyber-attacks, mostly by criminal actors seeking to steal assets, 
defraud victims, and ransom decryption keys. One expert projects that by 2025, worldwide 
cyber-crime losses will reach a staggering $10.5 trillion, making cyber-crime—were it a 
country—the world’s third largest economy.[1] For victims, the harm includes not only the 
cost of cleanup, but the loss of tangible assets such as stolen funds and fraudulent credit 
card charges, as well as harder-to-quantify figures for businesses that shut down opera-
tions or lose valuable intellectual property that finds its way into competitors’ hands.[2] 
Thus, the consequences for business owners and everyday citizens are severe. Yet prog-
ress in stemming the flow of cyber-attacks in the US seems stymied. The White House’s 
30-nation meeting on ransomware in October 2021 was a promising initiative, but lacked 
any mention of private-sector active defense measures.[3] As noted in the 2016 “Into the 
Gray Zone” report co-authored by ADM Dennis Blair, one of this article’s authors, the US 
must take active steps not only to protect networks, but also to hunt down threat actors. 
Doing this at scale will require robust private sector participation. This article suggests one 
way to achieve this.

Currently, amid our inaction, private enterprise and government agency alike have suf-
fered an unbroken string of malicious cyber intrusions that will continue unless we, as a 
nation, better galvanize and integrate the private sector into the nation’s defense. The theft 
Views and opinions herein are those of the authors. 
© 2022 Admiral (Ret.) Dennis Blair, William Roth. 

Deputizing 
the Private 
Sector to Assist
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of defense-related IP and national security secrets by 
government-sponsored hackers tangibly contributes to 
the geopolitical strategies and power of our adversaries. 
Military analysts point to China’s leaps in military tech-
nology as, in great part, the result of China’s rampant 
theft of US defense secrets and technology. The Penta-
gon’s 2013 annual report to Congress noted that China 
uses stolen US defense technology to accelerate develop-
ment of its weapons systems. A follow-up report leaked 
to the press identified the Aegis Ballistic Missile De-
fense System, F-35 Joint Strike Fighter, Littoral Combat 
Ship, and electromagnetic rail guns as systems whose 
plans were stolen by Chinese hackers.[4] This theft of 
defense technology is contributing to China’s military 
confidence in pressuring the US and its allies across 
an array of tension points in Asia and elsewhere.[5] 
In short, nation-state hacking of US government (USG) 
and defense contractor networks has concrete and sig-
nificant national security consequences.   

As China and Russia recognize the strategic value 
of hacking our networks, they have mobilized hacker 
teams to identify networks with valuable US intellec-
tual property or national security secrets, penetrate 
them, and steal the valuable IP or secrets.[6] Every year 
brings new examples of stolen US secrets, either from 
government agencies or companies. The OPM hack, 
Equinox breach, SolarWinds supply chain hack, and 
recent compromise of Microsoft Exchange systems are 
just a few major breaches that led to huge losses of na-
tional security and defense secrets.[7] Some of the com-
promised networks such as the Department of Home-
land Security (DHS) and Department of Defense (DoD) 
networks, have implemented the strongest security 
protocols available, making the hackers’ ability to op-
erate undetected for months or even years all the more 
shocking.[8] Perhaps more disturbing, post-incident 
forensics confirm that US adversaries are still able to 
navigate networks freely and exfiltrate sensitive data, 
while avoiding detection.[9] 

Admiral (Ret.) Dennis Blair, Knott  
Distinguished Visiting Professor of the Practice 
at the University of North Carolina at Chapel 
Hill, serves on the Energy Security Leadership 
Council and chairs the board of Security 
America’s Future Energy. From 2014-18 Admiral 
Blair was the CEO and Chairman of the Board 
of the Sasakawa Peace Foundation USA. 
Previously, he served as Director of National 
Intelligence, President of the Institute for 
Defense Analyses, and Commander, U.S. Pacific 
Command. In addition, Admiral Blair served 
as Co-Chair for the GW Center for Cyber and 
Homeland Security 2016 report, “Into the Gray 
Zone: The Private Sector and Active Defense 
Against Cyber Threats.” A graduate of the U.S. 
Naval Academy, Admiral Blair earned a master’s 
degree in history and languages from Oxford 
Uni-versity as a Rhodes scholar, and authored 
Military Engagement: Influencing Armed Forces 
Worldwide to Support Democratic Transitions.  
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As losses mount, the US has struggled to implement 
an effective deterrent policy.[10] Attempts to focus on 
protecting national security assets and critical infra-
structure have failed, while leaving firms, agencies, and 
citizens who are not part of this subset of systems with 
little recourse to protect their networks.[11] While prior-
itizing critical infrastructure (and national security as-
sets) is a logical next step in allocating limited resourc-
es, policymakers and security experts must be mindful 
that attacks on high-value targets are interwoven into 
a broader range of attacks supported at some level by 
adversaries seeking to disrupt the US economy or oth-
erwise degrade public confidence in US and Western 
institutions. The onslaught of cyber-attacks our nation 
faces requires a more robust set of deployable defensive 
responses that effectively counter all attacks, whether 
state-sponsored or not, and for all networks, whether 
deemed critical infrastructure by the government or 
not. This requires more actors capable of responding. 
In short, increasing the number of assets available to 
defend against cyber-attacks is required to address the 
broader threat this nation faces. Activating private-sec-
tor defenders is the best way to do this.  

This article takes the 2016 “Into the Gray Zone” re-
port’s call for a larger private sector role a step further. 
We urge that private-sector capabilities be folded into 
a robust nationwide active defense of all US networks 
against any cyber-attack. This proposition is premised 
on the belief that criminal hacking is assisting our ad-
versaries in three important ways:

mProviding noise that conceal sophisticated attacks 
by adversaries.

mDamaging Western assets and public confidence, 
consistent with our adversaries’ strategic goals.

mExploiting sensitive networks targeted by adver-
saries and/or sharing the lead with state actors  
to exploit. 

William “Bud” Roth, graduate of Dartmouth 
College, clerked at the Delaware Court of  
Chancery after law school and then began  
his federal career as an attorney with the 
Securities and Exchange Commission’s Office  
of Internet Enforcement. He served on the  
Department of Justice 9/11 Financial Crimes 
Task Force before leaving the SEC. Mr. Roth 
spent almost a decade with the Department  
of Defense supporting counter-terrorism  
operations, where he received a Defense  
of Freedom Medal and Meritorious Service  
Medal from the Department of the Army.  
Mr. Roth served as the Non-Resident Fellow for 
Cybersecurity at Sasakawa Peace Foundation 
before joining his current employer, the Army’s 
781st MI Battalion. The authors previously 
coauthored, A National Security Strategy 
for 5G (2020) (presented at RSA 2020), and 
WannaCry’s Lesson for the US-Japan Alliance, 
The Diplomat (May 23, 2017). 
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US adversaries are piggybacking on private sector criminals to compromise our networks 
and further their strategic goals, it only makes sense for the US to actively engage the private 
sector in countering these assaults on our nation. As a starting point, the next section exam-
ines in detail the ways our adversaries benefit from a criminal cyber threat.

A. Noise that conceals sophisticated adversary attacks

Cyber intrusions by Russian and Chinese military and intelligence sometimes track and 
other times differ from criminal behavior. For example, nation-state actors that steal national 
security secrets target federal agencies and government contractors or subcontractors be-
cause they hold secrets and defense-related intellectual property. Criminal actors seeking 
profit pursue a wider variety of targets, including hospitals and smaller firms unconnected to 
government. Yet, China’s hacking blurs this distinction. For example, state-owned enterpris-
es may direct government hackers to target IP and trade secrets of competitors in industries 
wholly unrelated to national defense.[12] Use of government resources for economic espio-
nage is a longstanding sore point for the US, an issue President Obama stressed with Presi-
dent Xi during his 2015 visit.[13] But the problem does not stop there. Russia and China take 
it a step further by turning a blind eye to, and in many cases, hosting criminal hackers that 
target only western networks.[14] These adversaries deliberately provide safe havens and fos-
ter a cyber-crime ecosystem that targets US and Western networks. The sheer volume of such 
hacking attacks provides cover for our adversaries’ cyber operations. Reacting to the wide-
spread noise of criminal hackers consumes limited federal resources that could otherwise 
be available to counter the adversaries’ best hackers, hackers who today may go undetected.  

B. Damaging Western Interests

Russia and China are permitting—in some instances, encouraging—domestic hackers to 
attack Western targets.[15] Their permissive attitude may have originated from a belief that 
it was simply not worth the significant effort to stop criminal activity that only harmed 
Western economies and citizens.[16] For governments whose priority is domestic political sta-
bility and information control, curtailing criminals who target victims only in the West was 
logically a low priority.[17] Over time, perhaps because of complaints from the West, China 
and Russia became aware of the presence of these criminal hacker elements, and saw not a 
threat, but an opportunity.  

Invented in the US as an open system outside government control, the Internet, from its 
beginning, has threatened authoritarian governments bent on strict controls over what the 
populace sees and thinks. Internet users around the world have always known that the Inter-
net offers simple, hard-to-block ways for private citizens to sidestep censors and propagan-
dists, and exchange news and ideas across borders.[18] Authoritarian governments have taken 
strong measures to control Internet usage: blocking seditious content, identifying disaffected 
citizens, and censoring content to favor official views and policies. Russia and China’s rulers 
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see the Internet’s explosive growth and free flow of information as not only a domestic threat 
to authoritarian control, but also as a core component of a Western-imposed, post-Cold War 
world order.[19] Their efforts to counter this Western threat go well beyond blocking portions 
of the Internet at the border; they include undermining the integrity of the Internet itself. 
Both countries leverage the open nature of the Internet to sow political discord and distrust 
in the West. One of their primary goals is to undermine Western confidence in the utility and 
safety of the Internet. Our adversaries see the Internet not only as a medium to subvert the 
West, but also as a symbol of the West that must itself be subverted.[20]  

The tactical goal of subverting the Internet fits within our adversaries’ overall strategic 
imperatives, and explains our adversaries’ tolerance of criminal hacking activity against US 
and its allies. Criminal hacks such as the Colonial Pipeline hack or the Equifax credit report 
hack disrupt US society, create distrust of the Internet, and foster doubt about US abilities to 
defend American interests. This palpable impact has led adversaries to not just tolerate, but 
actively facilitate criminal hacking activity against US and Western interests.[21] 

C. Acting as Hacker Proxies

Analysis of serious hacks against US interests suggests that criminal hackers operating in 
China and Russia that target Western networks now receive various levels of state support, 
ranging from passive tolerance, to refusal to honor law enforcement requests for assistance, to 
active support and funding.[22] The sophisticated hacker group, Wicked Panda, began attracting 
US security firms’ attention for their profitable targeting of gaming entities in 2013.[23] Begin-
ning in 2015, Wicked Panda started targeting a broader array of industrial targets in the US, Ja-
pan, Germany and elsewhere, targeting that was more aligned with economic espionage goals 
of China’s state-owned enterprises.[24] As the group’s targets changed, they began using more 
sophisticated attacks. In 2016, analysts blamed Wicked Panda for a set of supply-chain attacks 
focused more on targets aligned with Chinese government strategic goals than on profits.[25]  
The Department of Justice (DOJ) unsealed indictments against five members of Wicked Panda 
in 2020, charging it with compromising networks of 100 firms, universities and agencies, 
stealing for profit, and illegally benefiting the Chinese government.[26] As then Deputy Attorney 
General Jeffrey A. Rosen put it, “The Chinese government has made a deliberate choice to allow 
its citizens to commit computer intrusions and attacks around the world because these actors 
will also help the P.R.C.”[27]

Russia similarly has demonstrated tolerance of—if not collusion with—criminal hacking from 
its territories.[28] Indeed, the FBI seeks the arrests of Russia-based Maksim Yakubets and Igor 
Turashev for bank wire fraud and theft of over $100 million from US banks and non-profits in 
21 municipalities.[29] Russia persists in rebuffing arrest and extradition efforts.[30] Russian au-
thorities know of, and authorities suspect at some level may be even complicit in, the criminal 
hacking activities of these two.[31] Not surprisingly, extradition is deemed highly unlikely as 
these criminal activities target US and Western countries only, and squarely advance Russia’s 
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national security policy of weakening the US in response to perceived US interference with Rus-
sia’s pursuit of its foreign-policy interests.[32]  In fact, the Atlantic Council reports that Yakubets  
consults with Russia’s Federal Security Service (FSB).[33] Here, the criminal Internet activity 
advances Russia’s foreign-policy interest in weakening the US. It does this by degrading the 
public’s trust in the Internet as a medium to transact business or conduct social activities, as 
well as degrading confidence in the ability of the US and Western governments to effectively 
defend their networks. 

AN EFFECTIVE US RESPONSE
Chinese hackers ignored President Xi’s 2015 promise to President Obama to refrain from 

cyber-based economic espionage. The lack of follow-through exemplifies our challenge in 
compelling adversaries to curb criminal hacking against US targets. Policymakers have in-
voked several measures to dissuade adversaries from attacking US and Western networks. 
In addition to the Obama-Xi commitment, the US has rolled out the DoD “Defend Forward” 
strategy, DOJ “name-and-shame” indictments of overseas hackers, and trade sanctions.[34] 
Yet, cyber-attacks continue, undeterred, if not even greater than before.[35] The next section 
examines this threat with our view that even a whole-of-government response is not big 
enough to make a difference, and why we believe the private sector must be engaged in this 
effort.

A. Historical Precedent For Private Sector Engagement in Enforcement

Even when working collaboratively, the USG collectively lack the manpower to sift through 
the millions of cyber-attacks on US networks each month, much less flag and focus on the 
significant ones.[36] Indeed, the federal government is only able to identify and respond to a 
small handful of cyber incidents at any given moment, and local governments are even less 
effective. Large cities have recently begun working on a much-needed first-responder capa-
bility for cyber-attacks, but this effort focuses primarily on threat intelligence and incident 
response.[37] State and local law enforcement capabilities are quite limited, especially their 
Internet investigative capabilities, and their ability to pursue overseas hackers is almost 
non-existent.  In short, the USG responses amount to no more than a drop in the bucket given 
the magnitude of this growing threat. This explains why US actions to date have come up 
short in meaningfully impacting the cost/benefit analysis of adversary governments and the 
criminals they host. 

We believe it highly unlikely that the USG can ever develop a cyber investigative and re-
taliatory mechanism that effectively deters the myriad threat actors operating from de facto 
safe havens in Russia, China, and elsewhere. To build a defense and deterrence mechanism 
on a scale adequate to the challenge, the USG must leverage the private sector. We propose 
doing that by deputizing cyber security firms to hunt down the cyber attackers hitting US 
networks. There is a rich array of historical precedents for doing this.
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1. Bounty Hunters

The War of Spanish Succession from 1702-13 and civil unrest in the Bahamas led to flour-
ishing piracy in Caribbean waters.[39] England’s King George I responded with naval force 
and promises of clemency that had the unintended effect of pushing the pirates to new wa-
ters off the coast of the Carolinas.[40] British colonial forces lacked the funding and personnel 
to counter this growing threat, which in the mid-1700’s led colonial authorities in Charleston 
and elsewhere to offer bounties.[41] The idea was to entice commercial ship owners with suf-
ficient weaponry and skilled sailors to hunt down and capture pirates marauding off colo-
nial America’s shores. These so-called bounty hunters became a critical part of the English 
response to piracy in the colonies and the Caribbean. Bounty hunters were responsible for 
capturing or killing “The Gentleman Pirate,” Stede Bonnet, Blackbeard, Calico Jack, and John 
Roberts.[42] Rewarding private citizens for taking out pirates with a share of the pirates’ sto-
len loot was controversial, but this practice allowed outgunned colonies to quickly build up 
a maritime force to the scale needed to counter the piracy threat, and provided a critical and 
timely solution to a crisis.  

The effective role of privateers in fighting piracy as well as acting as naval mercenaries in 
time of war was in the minds of America’s revolutionaries when they drafted the US Constitu-
tion.[43] Specifically, they added in Article I, Section 8, authority for Congress to “grant Letters 
of Marque and Reprisal,” a clause commonly understood to permit the USG by act of Congress 
to hire privateers to interdict vessels of a warring state as well as pirates.[44] This authority can 
be extended to activities in international or foreign seas as well as US waters, leading some to 
suggest that cybersecurity firms be issued Letters of Marque to pursue criminal hackers,[45]  
although this suggestion has met much skepticism from legal and foreign policy experts.[46] We 
do not agree with the critics who fear cybersecurity firms will run amok in overseas networks, 
taking systems down in ways that the USG would never do and with diplomatic consequences 
that outweigh the deterrent impact of their actions,[47] and believe that the risks of this ap-
proach can be effectively mitigated. Indeed, as the next example demonstrates,  private-sector 
actors can be deputized in ways that preserve judicial oversight and compliance with legal 
processes designed to protect legal and constitutional rights.  

2. Pinkerton Detectives

Railroads in the western territories of the US faced growing lawlessness around the time of 
the Civil War. Living on the edge, some settlers turned to crime to survive.[48] Train robbery 
was lucrative, and at one point, a train robbery occurred once every four days.[49] Frontier 
towns appointed sheriffs to keep the peace, but they had little time or incentive to investi-
gate train robberies taking place far from the outskirts of town, leaving railroads to fend for  
themselves.[50] In the 1850s, Illinois Central Railroad hired Allen Pinkerton to guard its 
railways and depots,[51] and fortuitously, hired a young attorney, Abraham Lincoln, to help 
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manage Pinkerton’s efforts. Although on the railroad’s payroll, Pinkerton detectives became  
de facto railway police. Unlike state and territorial authorities, they rode the train across bor-
ders and arrested bandits wherever caught.[52] In their heyday, Pinkerton detectives were the 
bane of railway bandits, infiltrating and bringing the Reno gang to justice as well as forcing 
Butch Cassidy and the Sundance Kid to flee to Argentina.[53] The Pinkerton detectives suc-
cessfully employed what we now consider to be the inherently governmental authority of po-
lice arrest as well as undercover investigations to put in place a law enforcement capability to 
protect the railroads that the territories could not provide. Without this, the railroads could 
not adequately protect passengers and freight, or avoid serious operational disruptions. 

It is worth noting that President Lincoln later used Pinkerton as his personal security and 
as an intelligence asset in the Civil War, helping cement Pinkerton’s role as a trusted agent for 
the government and establishing precedent for entrusting private sector firms with highly sen-
sitive government operations.[54] Unfortunately, Pinkerton detectives were later used to spy on 
and break up unions,[55] a low point in Pinkerton’s history,[56] which should serve as a reminder 
that private firms charged with carrying out inherently government activities must be subject 
to the same rigorous oversight and judicial processes we require for government authorities.  

Ultimately, use of private sector railway police made its way into the nation’s national 
railway charter. Congress authorized Amtrak, a federally created corporation, to hire and 
deploy its own railway police.[57] Amtrak police officers attend training at the Federal Law 
Enforcement Training Centers or an equivalent state school. Amtrak police exercise arrest 
authority[58] and must afford citizens the same constitutional protections that govern normal 
police officers (Miranda warnings, Fourth Amendment rights, etc.).[59] We believe that pri-
vate cybersecurity firms can be similarly engaged in the fight against cyber-attacks, armed 
with those authorities needed to pursue cyber intruders, and legally bound to honor the pro-
tections accorded to individuals suspected of hacking or of owning infrastructure wittingly 
or unwittingly exploited by criminals.  

B. Employing Private Security Firms to Hunt Down Hackers

The US cybersecurity industry (with revenue estimated at $54 billion in 2021)[60] is far 
larger than the USG’s cybersecurity detection and incident response assets will ever be. It 
also possesses network defense talent and skills at a scale that the USG never could achieve. 
So, while these firms are already operating within private networks to protect them and to 
conduct forensic investigations into intrusions, they are prohibited from the more proactive 
elements of active defense. Private sector firms that pursue intruders beyond the client’s 
network enter a murky legal realm. They risk violating Internet Service Provider’s terms of 
service, state, and federal law, as well as the law of foreign states whose networks they tra-
verse.[61] Yet active pursuit is where the government’s capability gap hurts the US the most. 
To correct this, as with Pinkerton and the bounty hunters, the US cybersecurity industry 
should be authorized and incentivized to actively engage in hunting down malicious cyber 
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actors. Ability to chase down hackers in real time and identify their operational platforms, 
infrastructure and identity would be dramatically improved if private-sector hunters have 
US broader authorities. Private sector real-time tracking capability will greatly enhance the 
ability of the US to defend networks and deter attacks. As used here, real-time tracking is 
analogous to police crossing state lines chasing a suspect. This sort of hot pursuit authority 
would allow private sector defenders can cross borders and penetrate suspects’ systems[62] 
is the USG’s best way to build a rapid response mechanism scaled to the magnitude of the 
threat and with the means to hunt down, thwart, and otherwise deter the many bad actors 
that threaten the US now.   

PRIVATE SECTOR DETECTIVES AND PRIVATEERS
The Internet, fundamentally a creation of the West, promotes the free flow of information 

and low-cost commercial transactions at a scale never before possible.[63] It is integral to to-
day’s world order and acts as a medium for global communications and trade.[64] Protecting 
it aligns not only the USG’s priorities, but also with the priorities and interests of the US 
private sector. Responsibly incorporating the private sector more actively into the cyber fray 
will require effective governance to avoid certain dangers. First and foremost is the profit 
motive, the concern that private firms might abuse their governmental authorities to pursue 
profits.[65] Secondly, there is the risk that activities legal here in the US would violate the laws 
of other countries, thereby exposing US firms to overseas law enforcement or civil actions.[66] 
Third, there is the possibility that a deputized private sector entity could unwittingly cause 
serious harm to a third-party or third-party network mistakenly suspected of being the crim-
inal. Fourth, there is the need to avoid chaos by deconflicting the sorts of operations pro-
posed here with overlapping actions by government agencies and other licensed private 
actors[67] Finally, there is the danger inherent in pursuing a network intruder who is part of 
a state-sponsored group.[68] 

A. Profit Motive

Private firms can be aligned with the national interest in several ways. For example, li-
censes and contracts can be crafted to align profit with national interest. Licenses would 
delineate required personnel qualifications, authorized and unauthorized activities, activity 
reporting, and periodic requalification. The licensed private firm could then solicit business 
with private companies to protect their networks, offering enhanced services not previously 
possible without the license. The commercial value of providing customers the enhanced 
services should, in turn, attract more business for licensed cyber security firms and, as with 
the railways and Pinkerton detectives, drive deployment of a much larger cadre of threat 
hunters to protect private sector assets. In the aggregate, this would achieve the national 
goal of protecting US networks. An important component of such a scheme would be the 
active, ongoing oversight of licensed firms, to ensure effective accountability. Private firms 
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would be required to obtain, either directly or through a federal partner, judicial and/or  
executive approvals necessary to fully protect the rights of US citizens and minimize impacts 
on third parties.[69]   

B. Overseas Investigations

Actions by licensed private cyber defenders beyond US borders invariably will implicate 
other nations’ laws. Tracking a hacker across multiple hops often requires logging onto ma-
chines in multiple jurisdictions. Understanding, much less abiding by each country’s laws, 
poses a real challenge, and violations raise the specter of civil liability or criminal prose-
cution.[70] While this risk is real, it can be mitigated by allowing firms to operate under the 
same authorities that allow the government to do this. It can also be reduced by working with 
friendly nations to create common rules of the road for active defense by private companies, 
particularly when defenders are in hot pursuit of a hacker.[71] Legislation that protects de-
fenders in hot pursuit from prosecution overseas may also be desirable. Finally, firms and 
their employees, like government employees, must accept some risk that their activities may 
make them targets of overseas investigations and impact their ability to travel freely.[72]   

C. Deconfliction and Government Oversight

Private sector firms must not have free rein to hack into any machine suspected of hous-
ing a malicious hacker’s activities. In the case of active, ongoing intrusions, an immediate 
hot pursuit authority is much needed, but must be granted with strict limits on authorized 
behavior and with immediate or almost-immediate reporting requirements to the proper de-
confliction authority. In some instances, a private firm’s use of a particular law enforcement 
tool, such as surreptitious entry, would require executive branch or judicial approval. In 
other words, as with Amtrak police, a private firm invoking special powers would be subject 
to the same legal restraints that govern federal agents. These controls and the preparation 
required to obtain judicial or executive branch approvals would reduce the risk of harm 
to innocent parties by forcing firms to explain themselves to a third party before acting. If 
the judge or oversight body agrees the proposed activities are justified then, and only then, 
would they coordinate and deconflict with ongoing operations by other private firms and 
federal agencies.[73]    

D. Active Federal Management 

As noted before, there are situations where network intruders breaking into private US 
networks are state actors.[74] Although in one reported instance, an individual took down 
North Korea’s entire Internet in retaliation for being hacked by North Korean spies, we recog-
nize that most firms lack the resources and risk tolerance to take on a hostile government.[75]  
Yet, if we deputize private sector firms to pursue threat actors, some of them will inevitably 
end up chasing state-sponsored actors. When this happens, it is crucial that the government 
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and licensed private firms be in communication, so that the government can step in and take 
over pursuit as warranted. The final section of this article proposes a task force designed to 
do exactly that.

CYBER ACTIVE DEFENSE TASK FORCE
The federal government should create and empower a private-sector cadre with the proper 

authorities and the proper oversight to conduct active defense of US networks. This Cyber Ac-
tive Defense Task Force or CADTF should be overseen by the Office of the Director of National 
Intelligence with representatives from NSA, CISA, DoD and FBI. They would license and over-
see private firms authorized to use active defense tools normally reserved to the government. 
We use the term “license,” but the government-private sector relationship can be contractual, 
with each firm meeting stringent qualifications to be awarded a contract.[76] The end result of 
using contracts is similar to licensing, but might obviate a need for legislation. 

This CADTF, operating from regional offices, would issue licenses (i.e., contracts) to qual-
ified private sector parties authorizing specific permissive active defense measures.[77] To 
facilitate licensee governance, we envision the CADTF would issue three tiers of licenses:

mHot pursuit team: These licensees would work for commercial (or government clients), 
protecting their networks as private cybersecurity firms already do, and further autho-
rize pursuit of network attackers into a client’s network.

mCyber detectives: These licensees would investigate threat actors, using special tools 
such as undercover operations and surreptitious entry (with proper executive or judicial 
approvals, as required).

mNetwork operators: These licensees would assist regional CADTF officers in managing 
local hot pursuit teams and cyber detectives, sharing intelligence with various private 
and public sector counterparts, and setting up infrastructure for regional hot pursuit 
teams and cyber detectives to use.

A core responsibility of CADTF personnel in each region would be to define required skills 
and capabilities for each tier of licensees, and to assess on a recurring basis whether licens-
ees were maintaining those skills and qualifications.  

A.  Hot Pursuit Teams

As with the Pinkerton detectives, hot pursuit teams would work for private sector clients, 
protecting their networks, but would possess the legal authority to pursue cyber-attackers. 
Hackers currently can break into networks, then flee across a border or into a third-party 
network, compelling victim companies and even state authorities to cease pursuit.[78] A hot 
pursuit license would give the private-sector cyber defender an authority analogous to a 
police chase. When a state trooper chases a suspect across state lines or into a house, the 
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trooper does not need to give up the chase but may continue, depending on the nature of 
the suspected crime and other factors so long as a hot pursuit continues. Network defenders 
must similarly be empowered to traverse networks across the US and the globe to collect 
evidence while responding to an ongoing intrusion. A hot pursuit team could follow an in-
truder across the Internet wherever the intruder goes, collecting evidence on the hacker, its 
machines, tools, and infrastructure. Eventually, the intruder will disappear behind a firewall 
or secure host for which there is no obvious access, and the chase must stop. In most cases, 
this is where hot pursuit would end. While some might argue that such a chase is already 
legal and already undertaken by private firms tracking stolen data, there is some ambiguity 
in the law when it comes to scanning hosts and looking for vulnerabilities or other unautho-
rized means of entering a network or logging onto a host. Also unclear is the consequences 
of violating Internet Service Providers’ terms of service, and the laws of any particular nation 
implicated. Within clearly defined limits, the USG would authorize hot pursuit teams to pur-
sue intruders across third-party networks.

In the rare situations where the hot pursuit team identifies a vulnerability by which to 
gain access to the intruder’s host or secure network,[79] the CADTF would provide rapid con-
sideration of a request by the team to grant immediate access to the intruder’s machine 
and collect useful information. It would be incumbent, however, on the hot pursuit team to 
communicate with its CADTF point of contact at the outset of the hot pursuit, reporting their 
progress and seeking guidance on next steps. A CADTF official could then seek judicial or 
other required approvals needed before the hot pursuit team would be authorized to access 
to the intruder’s machine. Alternatively, the CADTF official could, upon obtaining required 
approvals, bring in a government team or a cyber detective team (see below) to take oper-
ational control. Either way, the goal would be to immediately enter the intruder’s machine 
or network and harvest evidence about keyboard operators, hacker tools, stolen data, and 
other evidence of wrongdoing. While taking retaliatory action would generally be barred, a 
hot pursuit team might request approval to delete copies of customer data if the data clearly 
confirmed theft from a client. 

B.  Cyber Detectives

As critical as hot pursuit authorities are, intruders rarely can be traced in real time beyond 
the first secure device.[80] Getting past the intermediate cut outs that hackers use to obfuscate 
their true origins requires significant fact gathering, analysis, and operational planning. By 
the time that process concludes, hot pursuit is long past, which gives rise to the need for 
the private sector to play a detective-like role. Like the Pinkerton detectives, cyber detective 
licensees would be empowered to use law enforcement authorities in their investigation 
of suspected criminal hacker groups. These would include undercover operations, running 
informants, reconnaissance, and surreptitious entry. Cyber detectives would work with var-
ious CADTF counterparts to develop or even execute a scheme of maneuver and must be 
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prepared to follow up on actionable leads generated by hot pursuit teams. Cyber detectives’ 
activities would be subject to the same judicial and executive branch oversight applicable to 
a federal agent conducting the same activity. For example, with advance authorization, the 
cyber detective could use hacking tools to penetrate suspects’ machines and collect evidence, 
or undertake undercover sting operations. 

These cyber detectives would honor the same legal restrictions and judicial reviews gov-
erning government personnel and answer to the CADTF’s deconfliction mechanisms. While 
risk is never totally eliminated, a cyber detective risk exposure should not exceed that of a 
federal agent doing the same task. Authorizing the private sector via cyber detective licens-
es to fulfill this role, however, acts as a force multiplier, greatly increasing the US’ ability to 
pursue intruders, collect evidence of crime, and deter future attacks. 

C.  Network Operators

Finally, we propose a third tier of licensee, the network operator, who would perform an 
infrastructure and management role. The need to build out a nationwide response would 
soon out-scale the USG’s ability to manage licensees. CADTF should have regional offices 
that employ network operators to help manage their operational activities. In each region, 
CADTF government personnel, working in tandem with network operators, would perform 
the following functions:

mBuild an infrastructure from which cyber detectives and, to some extent, hot pursuit 
teams, would operate.

mProvide a platform by which local licensees could communicate with the CADTF and 
other licensees.

mAct as a local or specialized analytical hub focusing on specific needs like local infra-
structure protection and the regional threat landscape.

mInteract with CADTF teams nationwide, sharing information and operational plans.

mManage sensitive taskings entrusted to the region’s private sector licensees. 

To perform these roles, the network operator licensee must be fully cleared and possess 
the sophistication and professionalism to act impartially towards other licensees and interact 
with the CADTF at the highest and most sensitive levels. Because network operators would 
play a regional role, and not only private firms, but state or local law enforcement can also 
play this role, thereby allowing for a more effective state and local first responder response to 
cyber-crime. One variation on this would involve National Guard units that, acting on behalf 
of the unit’s home state, use either its inherent federal authorities or a CADTF detailee role, 
to spearhead local efforts to defend local networks and investigate intruders. Ultimately, such 
network operators, supporting a regional CADTF presence would permit a more dispersed 
and robust defensive ecosystem than we have now with only federal resources.  
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D. Cyber Active Defense Task Force Management

To ensure that licensees maintain the required qualifications and conduct themselves in 
accordance with the law, government personnel would always lead or oversee CADTF opera-
tions. It is essential the government officials perform these four roles:  

mAdjudicate license applicant’s qualifications and audit them periodically as licensees.

mMonitor licensees’ activities to minimize counterintelligence and/or operational risk as 
well as compliance infractions.

mShare threat information in real time among CADTF agency members, licensees, and 
other partners to increase situational awareness and build actionable leads for all.

mDeconflict CADTF activities with other government activities.[81] 

Under this management scheme, private sector licensees would be subject to proper over-
sight and could greatly expand our ability to counter the crippling number, size, and sophis-
tication of cyber-attacks faced by the US. 

CONCLUDING THOUGHTS
There is strong, bipartisan resolve to thwart our adversaries ever evident ability to intrude 

upon US networks and steal or destroy our digital assets. This article proposes a way to 
counter this trend, but its implementation might, for some parts, will require legislation. 
To remain effective for the long term, such legislation should refrain from rigidly defining 
either the threat or the solution. Technology evolves at warp speed and many technical, legal, 
and practical lessons will be learned as private-sector cyber defenders enter the fray. Effec-
tive legislation should articulate precise authorities and limits,but leave executive branch 
personnel with flexibility in managing the public-private active defense partnership pro-
posed here.   

Our proposal would dramatically increase the number of active defenders available to fend 
off cyber-attacks.  Across the nation, hot pursuit teams would operate inside client networks, 
guarding against intrusions, but would be empowered to move outside their defended net-
works, when attacked, to track intruders as far back as possible. Cyber detectives would 
engage in the long-term effort to identify and hunt down malicious actors, using law enforce-
ment tools such as undercover operations and surreptitious entry when necessary. Finally, 
network operators would maintain the regional infrastructure required to house this public 
private partnership of active cyber defenders across the US. These three tiers of federal 
licensees would act as a force multiplier, bringing in a larger number of active network de-
fenders than the government could ever provide.  
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The overriding goal of this article is to advance the operational need for and strategic value 
of bringing the private sector into a deeper and wider partnership with the government in 
defending our nation’s increasingly imperiled networks. Without robust private sector aug-
mentation, federal resources are simply inadequate to respond effectively and counter the 
millions of cyber-attacks that take place every month. US networks lie heavily in the private 
sector. To get this job done right, the private sector must shoulder a greater share of the bur-
den of actively defending these networks. Our adversaries are fully engaged with criminal 
private sector elements whose activities undermine our citizens’ ability to enjoy and rely on 
the Internet. We must find ways to deputize and otherwise entrust our enormously talented 
private sector to counter them. The USG needs the private sector as a full partner in hunting 
down malicious actors and taking them offline.
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Conceptualizing 
Cyberspace 
Security Diplomacy

The Honorable Christopher A. Ford

At a time when crippling ransomware incidents[1] have drawn awareness to the 
risks of cyberattack as perhaps never before—and in which cyber criminals 
often enjoy toleration and a symbiotic relationship with the government in 
safe haven jurisdictions such as Russia[2]—cybersecurity and cyber defense are 

topics of critical importance. In response to these threats, government officials[3] and pri-
vate cybersecurity experts[4] alike seek effective responses, which increasingly involves 
cybersecurity-focused diplomatic engagement. This article offers a tentative framework 
for conceptualizing this challenge and developing more systematic approaches for cyber-
security policy interventions that will support and facilitate cyber diplomacy.

The Advent of Cyberspace Security Diplomacy 

In their ongoing arms race with cyber criminals and state-sponsored cyber adversar-
ies, the Western countries afflicted by such cyberattacks are working to find more effec-
tive approaches to combat the problem. Most efforts are technical in nature, relating to 
specific means to resist and counteract the tactics, techniques, and procedures (TTPs) 
used by cyber adversaries to exploit information systems, or to ways to hold them ac-
countable through law enforcement or other means.  

© 2022 Christopher A. Ford
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A less well known but growing component of the 
West’s cyber defense, however, is also diplomatic, in 
the form of cyberspace security diplomacy. As exem-
plified by the U.S. State Department’s  Office of the 
Coordinator for Cyber Issues (CCI)5] this work involves 
engaging with foreign counterparts to develop and ar-
ticulate common understandings of peacetime norms 
for cyber activity; this includes the principles set forth 
by United Nations experts in 2013 that states should 
not attack each other’s civilian critical infrastructure 
in peacetime.[6] It also involves promoting the adop-
tion of common positions in attributing cyberattacks 
to malicious cyber actors and in imposing penalties 
(e.g., sanctions, public condemnation, or prosecution) 
upon those actors.

Cyberspace security diplomacy was responsible for 
a 2019 agreement reached by 28 Western countries 
expressing support for the “evolving framework of re-
sponsible state behavior in cyberspace,” supporting 
“targeted cybersecurity capacity building to ensure 
that all responsible states can implement this frame-
work and better protect their networks from significant 
disruptive, destructive, or otherwise destabilizing cy-
ber activity,” and pledging to “work together on a vol-
untary basis to hold states accountable when they act 
contrary to this framework.”[7] It is now not unusual for 
US officials to impose sanctions upon malicious cyber 
actors in other countries, nor for US law enforcement 
agencies to issue criminal indictments.[8] Work by US 
diplomats, intelligence officials, and law enforcement 
officers to engage their international counterparts, 
moreover, has helped encourage foreign governments 
impose concrete international steps to penalize such 
malefactors as well.[9]

In the US, such cyber-diplomacy has been undertak-
en under the aegis of the 2018 National Cyber Strategy, 
which called for “an international Cyber Deterrence 
Initiative” that would include building “a coalition [of 
states] and develop[ing] tailored strategies to ensure  
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adversaries understand the consequences of their own malicious cyber behavior.”   

The United States will work with like-minded states to coordinate and support each other’s 
responses to significant malicious cyber incidents, including through intelligence sharing, 
buttressing of attribution claims, public statements of support for responsive actions tak-
en, and joint imposition of consequences against malign actors.[10]

Such diplomacy cannot solve all today’s problems of rampant cybercrime and state-spon-
sored cyber assaults, of course, but it is a key piece of the puzzle as Western societies build 
effective responses.

Cyber diplomacy involves convincing others to agree upon cyber threat assessments, the at-
tribution of specific attacks to specific actors, and what sorts of response may be appropriate in 
any given case. While there are extremely technical aspects of this work (such as the analysis 
of cyber-attackers’ TTPs and intelligence-derived information in connection with attribution  
assessments) cyber diplomacy is not only a technical matter but also a persuasive and even   
political  exercise, in which international counterparts work to develop areas of agreement and 
decide upon courses of action. Because cyberspace security diplomacy is a relatively new field, 
though, little study has hitherto been done of the persuasive aspects of this work. 

The Diplomacy of International Cyber-Collaboration

Cyberspace security diplomacy revolves heavily around international efforts to come to 
agreement on cyber threats – and on the attribution of a cyber-attack to a particular malicious 
cyber actor. “Attribution diplomacy” is critical to the State Department’s cyberspace security 
engagements. Though the conventional wisdom used to hold that such attribution was all but 
impossible in cyberspace, 

… [i]t actually is possible to do more by way of attribution than most observers once 
thought possible. It is sometimes even possible to share enough information with one’s 
friends and partners that they, too, can have a reasonable degree of confidence in the 
source of an attack.[11]

Attribution engagement opens possibilities “not just for more direct forms of response and 
deterrence, but indeed also for cyber diplomacy.” 

… [W]e are getting better and better at mobilizing partners to condemn the condemnable … 
In February 2020 [for instance], 20 individual states — and the European Union as a whole 
— also joined in condemning the disruptive cyber attack against the country of Georgia 
mounted in October 2019 by the Russian GRU military intelligence service. 

In April 2020, moreover, the United States and several other likeminded countries issued 
concerted statements in response to an alert issued by the Czech Republic about its de-
tection of impending cyber-attacks targeting its health sector, warning that such actions 
would result in consequences. This was the first time that likeminded states have come 
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together to warn against a specific future cyber-attack, and we believe our warning had 
an effect; despite preparatory work by the would-be perpetrators, no major cyber-attack 
ultimately occurred in that case.

Reinforced by the increasing imposition of not just United States but now also European 
Union sanctions in egregious cyber cases — coupled with “defend forward” activities [by 
the U.S. Department of Defense] — this cyberspace security diplomacy is helping to in-
crease the costs and risks faced by the perpetrators of malicious cyber activity.[12]

Such diplomatic engagement in support of collaborative action among allies and partners 
against cyberspace threats is also a hallmark of Biden administration policy.  In July 2021, for 
instance, President Biden announced that “[a]n unprecedented group of allies and partners,” 
including the European Union (EU), the United Kingdom (UK), and North Atlantic Treaty Orga-
nization (NATO), was “joining the United States in exposing and criticizing the PRC’s malicious 
cyber activities.”  

Our allies and partners are a tremendous source of strength and a unique American ad-
vantage, and our collective approach to cyber threat information sharing, defense, and 
mitigation helps hold countries like China to account. Working collectively enhances and 
increases information sharing, including cyber threat intelligence and network defense in-
formation, with public and private stakeholders and expands diplomatic engagement to 
strengthen our collective cyber resilience and security cooperation. Today’s announce-
ment builds on the progress made from the President’s first foreign trip. From the G7 and 
EU commitments around ransomware to NATO adopting a new cyber defense policy for 
the first time in seven years, the President is putting forward a common cyber approach 
with our allies and laying down clear expectations and markers on how responsible nations 
behave in cyberspace.[13]

   In connection with this announcement, US officials announced the criminal indictment 
of four hackers from China’s Ministry of State Security (MSS) for their involvement in “a 
multiyear campaign targeting foreign governments and entities in key sectors, including 
maritime, aviation, defense, education, and healthcare in a least a dozen countries.”[14] Be-
yond these unilateral national measures, however, Biden administration officials declared 
that these international cyberspace security partners had agreed, for the first time as a 
group, to “share intelligence on cyberthreats and collaborate on network defenses and se-
curity.”[15] On the heels of the EU agreement to extend its legal framework for an additional 
year for imposing sanctions in response to cyberattacks, the Biden administration’s message 
in announcing the new group of international cybersecurity partners suggested that such 
collaborations are the wave of the future.[16]

A Framework for Thinking About Threat Persuasion  

Naturally, the impact such collaborations will have upon the cost-benefit calculations of 
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those who engage in malicious cyber activity—particularly when such activity is sponsored by 
state-level actors—still remains to be seen. Because cyber-diplomacy is increasingly important, 
however, this article suggests a lens through which to think systematically about the processes 
of persuasive engagement between international partners and to help develop concepts for how 
specific policy interventions could facilitate such diplomacy.

Abstracting from the specifics of the cyber arena, one could imagine a basic framework 
for the dynamics of persuasive threat engagement—that is, of trying to persuade another 
actor, in a context highly dependent upon specialized technical information or intelligence 
collection, that a third party presents a threat or is responsible for a particular offense. Here, 
the likelihood of agreement will depend upon the interaction of three main variables: (1) the 
strength and reliability of the threat information available from the first party; (2) the degree 
of trust the second party places in the first party; and (3) the magnitude of the practical con-
sequences or implications of reaching agreement.

Figure 1. Situational Space 

This situational space is represented in Figure 1. The reliability of the information is de-
picted along the X axis of the cube, from low strength on the left (i.e., ambiguous technical 
assessments and/or low-confidence intelligence assessments) to high strength on the right 
(i.e., compelling assessments and/or high-confidence information). The general level of trust 
the second party feels it can have in the honesty, integrity, and good faith of the first party is 
depicted along the Y axis, running from low trust (at the bottom) to high trust (at the top).  

Finally, the consequences of agreement are depicted along the Z axis – running into the 
page, as it were, and making Figure 1 into a three-dimensional graphic – from high to low. 
This consequences axes encodes the assumptions that agreeing upon the existence of a threat, 
or upon the fact that a given third party is indeed responsible for some bad act, will tend to 
put pressure upon the second party to take some course of action in response. To the degree 
that such a course of action would tend to impose greater risks or burdens upon the second 
party (e.g., imposing sanctions upon a country likely to react harshly to such pressure), the 
consequence would be scored as high. To the degree that agreement would tend to lead to less 
costly or risky actions (e.g., making verbal condemnations, or punishing a third party which 
would have few ways to retaliate), the consequence score would be rated as low.
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Figure 2. Situational Polar Cases 

This graphic representation can be interpreted as shown in Figure 2. The table on the right 
sets out the eight polar cases that can be mapped three-dimensionally across the situation-
al space of Figure 1. The various polar cases in the table are mapped onto the diagrammed 
cube on the left, defining the outer boundaries of situational possibilities. Graphically  
speaking, situations in between these hypothesized extremes of maximal or minimal information 
strength, trust, and consequence—e.g., “fairly strong” information, “some distrust,” or “moderate” 
or “uncertain” consequences—would appear inside the cube rather than on its outer limits.

The impact of these variables in terms of their presumed impact upon decisional outcomes 
is depicted graphically in Figures 3, 4, and 5, as follows: 

Figure 3. Likelihood of Agreement: Part I

Figure 4. Likelihood of Agreement: Part II
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Figure 5. Likelihood of Agreement: Part III

These graphics may appear complicated, but the insights behind them are simple. One’s in-
terlocutor will be maximally likely to agree when the information is highly reliable, when that 
interlocutor has a strong relationship of trust in the party making the request, and when the 
consequences of agreement are easily borne. Agreement is correspondingly less likely where 
information is weak, trust is low, and the likely operational consequences of such agreement 
are high.  

Just how likely agreement is in any given case will depend upon where it is in the graphic 
space depicted by the situational cube created by the axes representing the degree to which 
reliable information is available, the degree to which the second party trusts the first, and the 
magnitude of the likely consequences of agreement. This is shown in Figure 6:

Figure 6. Likelihood of Agreement: Part IV

In Figure 6, the author has added his (subjective) assessments of likely decisional outcome 
to the tabular depiction on the right of the eight polar cases of Figure 2. In Figure 6, Cases 
#7, #2, and #1 represent what may be particularly interesting examples. The first two of 
these are asymptotic decisional situations. In Case #7, the first party asks a great deal of the 
second (high consequences) but is not trusted by the second (low trust) and can only provide 
low-reliability information to support its case (low information strength). This is labeled 
contemptuous inaction, for that is very likely the reaction which such a demand would elicit. 



42 | THE CYBER DEFENSE REVIEW

CONCEPTUALIZING CYBERSPACE SECURITY DIPLOMACY

In Case #2, by contrast, a trusted interlocutor provides solid information in support of its 
case, yet asks relatively little of the second party. Here, agreement would surely be all but 
inevitable.

A more challenging case is Case #1, in which a trusted interlocutor provides powerful infor-
mation in support of its argument but asks a great deal of its interlocutor, thus setting the stage 
for a compelling but high-consequence decision. In Figure 6, this is labeled challenge of allies 
in crisis, for it suggests the kind of situation that might be faced by a close alliance responding 
to clear threats, but in ways that could lead to war. With sufficiently strong information and 
high trust, the parties might well agree, but it could be a difficult decision.

Example of Threat Persuasion Conceptualized

To try to put some real-world case studies into this framework, one might imagine the follow-
ing potential examples:

mAfghanistan. After the terrorist attacks of September 11, 2001, the US felt it possessed very 
reliable information when it attributed those assaults to al-Qaeda.  Washington thus turned to 
its NATO allies, with which it had a long and strong relationship of trust, asking them to par-
ticipate in combat operations against the Taliban. Strong information and high trust produce 
strong scores along both the X and Y axes. The consequences for those allies, however, were 
arguably moderate, in the sense that they were being asked to go to war, but only against a 
low-technology enemy, in a theater where the US would clearly do most of the work, and in a 
context in which those allies would likely face terrorism at home anyway unless al-Qaeda were 
disrupted or defeated. The Afghanistan case might thus be depicted as Point A in Figure 7. 

Figure 7. Thought Experiment: Afghanistan.

mIraq WMD. Before the Iraq War of 2003, the US had what it and some of its most important and 
trusted allies felt was solid information on Iraqi weapons of mass destruction (WMD) threats. 
At the time, there was also a fairly high degree of trust on such matters among US allies.  

    The Iraq WMD case differs from Afghanistan, however, in that the perceived conse-
quences of action were higher. At issue here was actually invading a country with a 
sizable military, and without UN Security Council “permission.” These implications 
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made action in Iraq much more fraught and challenging for US allies than  
taking action in Afghanistan, even before it became clear that the WMD intelligence in-
formation was gravely flawed. In this sense, the initial Iraq situation could arguably be 
situated at Point B in Figure 8, with both information reliability and allied trust de-
clining over time toward Point C. (US officials were fortunate that their call for assis-
tance occurred more toward the B end than the eventual C point of this progression.)

Figure 8. Thought Experiment: Iraq WMD.

mIran Nuclear Threats. In dealing with Iran’s clandestine nuclear program, the US had to 
contend with the legacy of distrust created by the Iraq WMD imbroglio in at least three re-
spects. First, that historical baggage undermined confidence in WMD-related intelligence 
from unilateral national sources, particularly US ones. Second, it heightened allies’ un-
ease about US good faith. Third, it increased the perceived consequences of agreeing with 
Washington that Iran was trying to develop nuclear weaponry, by initially raising in some 
minds the specter of Iraq-style war if the US assessment of Iranian activity were accepted. 

   Partially counteracting these dynamics, however, was the role played by the IAEA 
as a third-party validator of at least some of the Iran nuclear threat information. This 
helped counteract some of the distrust of US information and good faith felt by other 
countries, since it was difficult to contest the IAEA’s findings that Iran had been, at the 
very least, violating its safeguards obligations and engaging in exceedingly suspicious 
dual-use nuclear activity. (Eventually, in fact, the IAEA came to acquire significant in-
formation about Iran’s nuclear weapons effort,[17] even before Israel exposed a huge 
archive of Iranian nuclear weapons program data to the world.[18]) As time went on, 
moreover, it became clearer—especially as the US became embroiled in the Iraqi insur-
gency—that a possible US invasion of Iran was not at issue after all, but rather merely 
a safeguards noncompliance finding by the IAEA and subsequent UN Security Coun-
cil sanctions. Accordingly, the perceived significance of the Iran question moved along 
the Z-axis toward a lower consequences score. These shifts are shown in Figure 9 as a 
movement between Point D and Point E within the situational cube; this arguably made 
possible the UN sanctions regime against Iran that was imposed beginning in 2006.
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Figure 9. Thought Experiment: Iran Nuclear Threats.

mRussia’s INF Violation. A more recent case can be found in the US attempt to persuade 
its allies of Russia’s violation of the Intermediate-range Nuclear Forces (INF) Treaty. The 
US found Russia to be in noncompliance with INF in 2014, but it took years to bring NATO 
partners on board. Part of the difficulty related to the information in question. From a US 
perspective, the intelligence was strong, but it relied in part upon sources and methods that 
the US could not share with most NATO partners. The UK was the first to agree, as it benefits 
from “Five Eyes” intelligence-sharing. France and Germany, however, held back for longer, 
partly because they did not have access to as compelling a collection of intelligence, and 
partly because the perceived political consequences of agreeing on Moscow’s violation were 
uncomfortably high with the likely collapse of an arms control agreement. These challenges 
for Paris and Berlin became more acute with the election of President Donald Trump, whom 
they distrusted on a personal basis even on top of their political desire to avoid giving a vic-
tory to the US arms control hawks who viewed Russia’s development of INF-class missiles 
as a material breach of the Treaty. 

    The US turned things around and won allied agreement, however, for at least three rea-
sons. First, it was able to share more intelligence with France and Germany, and walked 
their experts through some of the analysis that had contributed to the US conclusion. This 
shifted things along the information reliability axis. Second, irrespective of precisely how 
far the missile in question could be shown to have been flight-tested, it became increasingly 
clear that Russia was moving forward with production and deployment, and this was com-
ing to present a significant new threat to NATO. This shifted things along the consequences 
axis since, as politically distasteful as the collapse of an arms control treaty was to European 
sensibilities, there was no way to avoid Russian INF-class threats no matter what NATO 
agreed.  

    Third, US allies came to realize that Washington would pull out of the INF Treaty in re-
sponse to these threats irrespective of whether its partners agreed upon the Russian vio-
lation. These last two factors had the effect of shifting the situation significantly along the 
consequences axis, demonstrating that in light of Russia’s actions there was no way to save 
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the Treaty. (These developments also suggested there might be a real cost to NATO if this 
issue were to split the Alliance just as new Russian nuclear missiles came into service.) This 
increase in information strength and lessening of the perceived consequences of agreement 
can be seen in Figure 10, in the movement between Point F and Point G, and led to NATO’s 
unanimous decision that Russia was in material breach of the Treaty.[19]

 

Figure 10. Thought Experiment: Russia’s INF Violation.

mHuawei in Britain. One thought experiment related directly to cyberspace diplomacy is the 
UK’s decision to ban products from the Chinese company Huawei in the UK’s fifth genera-
tion (5G) telecommunications networks. Britain had been the first European country to offer 
Huawei a foothold in its networks,[20] but Huawei’s increasing penetration of the British 5G 
market was a significant concern of US officials, who worried that the Chinese government 
might use Huawei and its equipment for malign purposes, and that Beijing’s control over UK 
networks would provide it strategic leverage against this longstanding US intelligence-shar-
ing and security partner.  

    Officials in London had been reassured by their own experts that they could mitigate the 
risk, but US officials disagreed, and pressed their counterparts to end reliance upon Huawei. 
At the State Department, for instance, officials pointed out the dangers of allowing a company 
subject to control by the Chinese Communist Party (CCP) to manage the UK’s emerging 5G 
economy, the moral problems of subsidizing Huawei’s ongoing work in facilitating human 
rights abuses in Xinjiang, and the risks of espionage or other malicious cyber activities. 
They also noted that, even by their own admission, British government experts had failed 
to mitigate technical risks associated even with Huawei’s fourth-generation technology, and 
that mitigation in 5G would be impossible.[21] In early 2020, the US stepped up the pressure, 
sending a high-level delegation to London to present “a new dossier of intelligence challeng-
ing the UK’s claim that it would be able to mitigate the risks of adopting Huawei technology 
in its 5G network.” (One of these officials reportedly said that adopting technology from Hua-
wei would be “nothing short of madness.”)[22] Raising the ante further, another US official 
reportedly warned London that “Donald Trump is watching [this decision] closely,” while a 
third observed that “Congress has made it clear they will want an evaluation of our intel-
ligence sharing” with the UK if China were permitted control over British 5G networks.[23]
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    UK officials downplayed this threat to “Five Eyes” intelligence-sharing,[24] but US officials 
up to the level of Secretary of State Pompeo had indeed speculated about this possibility for 
months after the US had banned Huawei from its own networks.[25] In early 2020, the issue 
acquired an increasingly public profile in the UK, particularly as parliamentarians called for 
inquiries into Huawei risks.[26] Meanwhile, the Chinese government was lobbying in Huawei’s 
favor, even as press accounts revealed that Beijing had threatened trade retaliation against the 
Faroe Islands if Huawei did not get the 5G contract there.[27] Huawei itself also spent lavishly 
to win British favor, such as in donating to a charity founded by Prince Charles[28] and offering 
$1.25 billion for a new research institute at Cambridge University.[29]

    A few weeks after the US delegation’s visit, the UK announced that Huawei would contin-
ue to be permitted to build British 5G networks, but would be kept out of core parts of the 
system and would not be permitted to install equipment in or near particularly sensitive 
locations or facilities.[30] This British move was depicted as a defeat for the US,[31] but the 
UK revised its Huawei plans in July 2020, banning purchases of new Huawei 5G equipment 
after the end of the year, and also decreeing that existing Huawei equipment needed to be 
removed from UK networks by 2027.[32] UK officials then told telecommunications providers 
that they must stop installing Huawei equipment beginning in September 2021, and called 
for the “complete removal of high-risk vendors” from British 5G networks.[33]  

    From the outside, it is difficult to assess the specific reasons for the shifts in UK policy 
against Huawei during 2020.  The intelligence information about Huawei reportedly provid-
ed to British officials by the US delegation may have had some impact, though it is unlikely 
that this proved decisive, since the initial decision to permit Huawei to control up to 35 
percent of UK 5G networks was made after receiving the information in question.[34] Press 
reports have suggested that several additional factors likely played a role. Pressure had 
already been growing on the Johnson government within the Conservative Party, but this 
increased with the Chinese government’s crackdown on pro-democracy demonstrators and 
civil society in Hong Kong, as Beijing began moving in 2020 to destroy the “one-country, 
two-systems” dispensation it had long promised would protect freedoms there. (In widely 
televised violence, Hong Kong police had been cracking down on pro-democracy demon-
strators since mid-2019,[35] and in June 2020, Chinese authorities forced upon Hong Kong 
a harsh new law against “subversion.”[36]) These developments highlighted the danger pre-
sented by the nature of the Chinese regime the Johnson government had initially been will-
ing to give more than a one-third role in the UK digital economy. They also drew attention 
to the seeming ease with which Beijing could twist nominally independent Chinese entities 
(the supposedly independently elected government of Hong Kong, but also implicitly essen-
tially any Chinese company, including Huawei) into instruments of CCP coercive power.[37]  

    In addition, the US announced additional moves against Huawei in the spring of 2020 
that tended to “throw Huawei’s supply chain into chaos”[38] and made 5G reliance upon it 
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more difficult to sustain. Specifically, the US government imposed new limits on the use of 
US-made semiconductor design tools in making chips destined for Huawei. Since US-origin 
design software dominated the high end of the chip manufacturing market, this cut off a cru-
cial source of Huawei technology,[39] as US export control officials would treat Huawei-des-
tined transfers with a presumption of denial.[40] This helped lead the UK to conclude that 
it would have increasing difficulty in relying upon Huawei for 5G technology, thus making 
agreement to US demands seem less costly.  “American sanctions” against Huawei, claimed 
one former UK diplomat, “left the UK with little choice.”[41]  

    These shifts changed the UK government’s perception of the relative consequences of 
agreeing to the US request for a Huawei ban, since the political impact of not agreeing was 
clearly rising because of CCP brutality in Hong Kong, even as the UK’s ability to reap the 
anticipated economic benefits of continued access to low-cost Huawei equipment was being 
called into question by tightening US export control rules. Accordingly, the Johnson govern-
ment’s response adjusted. According to one government minister, “[a]s facts have changed, 
so has our approach.”[42] The Huawei case may be seen in the shift from Point H to Point I in 
Figure 11. As depicted there, a small increase is depicted in the information strength, and 
a more significant shift in terms of a reduction in the perceived consequences (i.e., political 
and economic cost) of agreement.

 

Figure 11. Thought Experiment: Huawei in Britain.

Implications for Policy Interventions

Whether or not one agrees with this author’s assessments of outcome probabilities in Figure 
6 (or with his characterization of the aforementioned historical examples), this three-dimen-
sional framework for understanding the interplay of information reliability, trust, and conse-
quence may be useful in structuring how to think about developing and implementing policy 
interventions to increase the odds of success in threat engagement diplomacy. Such a concep-
tualization may be especially useful as the US steps up its cyberspace security diplomacy, as 
this framework may help point the way toward interventions specifically intended to boost in-
formation strength (X-axis), strengthen interlocutor trust (Y-axis), and/or lessen the perceived 
consequences of agreement (Z-axis) in order to drive situations more in the direction of the 
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decisional-outcome “sweet spot” depicted graphically below – that is, to push situations toward 
the zone of situational outcomes most conductive to agreement, as shown in Figure 12 as a 
portion of the spherical zone around Case #2 (easy agreement).

Figure 12. Desired End State of Agreement.

In the cyberspace context—in which diplomatic engagements often center around attribution 
diplomacy—such policy interventions could take various forms, including at least the following:

I.  Improved information sharing is a way to help drive situations rightward along the infor-
mation strength (X) axis in ways that would, all other things being equal, create a greater 
likelihood of agreement. This could mean doing more to share with international partners 
intelligence reporting that supports attribution analysis, either passing it directly to part-
ners with whom one has good cyber-intelligence relationships (e.g., within the “Five Eyes” 
partnership) or by downgrading information to be shared with others. Information sharing 
can also occur via public criminal indictments—which must meet due process standards and 
ultimately survive beyond a reasonable doubt proof standards for conviction if they get to 
court—or perhaps in connection with the imposition of sanctions.[43] 

    Whatever the means, however, building more effective mechanisms for secure sharing 
of attribution-relevant information would probably have the effect of making attribution 
agreement more likely. It can also help strengthen interlocutors’ perceptions of trust in 
the sharer, potentially causing agreement-conducive movement along the graphical Y-axis 
as well. (A country sharing more information with a second-party partner that is more 
trusted by the third-party target of diplomatic suasion than is the first country can also 
help spur movement along both axes: it enables the recipient of this information to lever-
age its own relationship of trust with the ultimate target.) Augmented information sharing 
can thus result in movement within the cubic situational space along both the X and Y 
axes, as depicted in Case I in Figure 13.    

    To the degree that attribution-relevant information can be shared publicly, or at least 
very widely within the broad open-source cybersecurity community, one might expect this 
to also support more positive outcomes in attribution diplomacy. The MITRE Corporation’s 
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“ATT&CK Matrix,” for instance, compiles and displays information about known malicious 
cyber activity TTPs for cybersecurity professionals on an open-source basis,[44] providing 
a resource for cybersecurity officials around the world whose job it is to defend against 
such attacks. In cases where private sector or governmental attribution assessments have 
been made about specific intrusions, however, it might be possible in the future to include 
not just information about specific TTPs themselves but also an indication of which bad 
actor originated a given technique and with whom that technique’s use is most frequently 
associated. To the degree that subsequent attribution diplomacy relies upon analysis of 
cyber-attack techniques, such a public record of past associations between bad actors and 
specific TTPs could help increase the credibility of subsequent attribution assessments, 
strengthening diplomatic persuasiveness.[45]

II. Third-Party Validation can also play an important role in increasing both information 
strength and interlocutor trust. In the cyber context, the third-party validation role is 
often played by private-sector cybersecurity firms who, in the wake of major incidents, 
often make public attribution assessments that can complement and reinforce those made 
by governments. Such validation can move things in agreement-friendly directions along 
both the X and Y axes of our situational graph, by augmenting the strength of information 
available for cyber-diplomatic persuasion and increasing the trust others can have. Work-
ing to strengthen interactions and engagements with a diverse range of private sector 
cybersecurity firms can be a way for government cyber-diplomats to increase the traction 
they will have with foreign counterparts. This is suggested graphically by Case II in Fig-
ure 13.

III. Risk Mitigation is another approach that could be used to increase the likelihood of posi-
tive decisional outcomes. This could include cyberspace-related capacity-building program-
ming, analogous to the money the US spends through the State and Defense Departments 
to augment partner countries’ ability to support nonproliferation-related objectives.[46] 
The US already does some cyber-related capacity-building programming[47] – to which, in-
cidentally, the MITRE Corporation has made important contributions, both directly for the 
US and in working with 10 sponsor countries in East Asia[48] – but it probably should do 
more, especially as it builds out its cyber diplomacy capabilities.[49] Such capacity-building 
efforts could focus in particular upon measures designed to support attribution diplomacy, 
such as improving partner countries’ own cyber collection and analytical capabilities (im-
proving information strength), strengthening relationships between US and partner coun-
try cyber-related institutions (increasing trust), and improving partner incident response 
and cyber-systemic resilience (reducing the consequences of joint attribution decisions 
by helping better protect partners from cyber retribution). Through this prism, capaci-
ty-building programming could produce agreement-conducive movement along all three 
axes in the graphic representation, as shown by Case III in Figure 13.
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IV. Over time, the US ability to build up a Track Record of Accuracy and a history of 
collaborative attribution decisions with its cybersecurity partners will also contribute to 
success in cyberspace security diplomacy. As noted, this is a new arena, since the con-
ventional wisdom held that cyber attribution was essentially impossible. US officials are 
gradually building a record of engagement and collaboration on cyber attribution that is 
robbing the field of its initial strangeness, increasing relationships of trust, habituating 
foreign counterparts to attribution-focused engagement, and demonstrating that attribu-
tion is sometimes possible after all. This can hopefully create something of a virtuous 
circle of accelerating diplomatic success. This augmented trust is depicted graphically by 
Case IV in Figure 13 below.

V. Improved Information Collection is a final way to improve the odds of cyber-diplomat-
ic agreement. With better intelligence information that supplements technical analysis 
of cyber-adversary TTPs, better analysis in understanding and drawing inferences from 
such TTPs and their patterns of employment, and other sources of relevant information, 
improved knowledge is likely to produce movement to the right along the Information 
Strength (X) axis, as shown by Case V in Figure 13.

 

Figure 13. Policy Interventions.

CONCLUSION
This article is not intended to provide a comprehensive list of the ways in which policy inter-

ventions could improve the prospects for successful cyberspace security diplomacy. It has tried, 
however, to provide an intellectual framework for thinking about this problem, and to sketch 
out the key variables—information strength, partner trust, and operational consequence—that 
affect the likelihood of success in attribution diplomacy. This framework can help policy an-
alysts and decision-makers focus more effectively on how to improve the ways in which our 
nation responds to cyberspace threats.    
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ABSTRACT

As the proliferation of cyber threats continues and the complexity and number of online 
systems grows, the need for updated cyber defenses to appropriately combat the threat 
will continue to expand into the future. The public and private sectors both heavily rely 
on accessing and using secure networks. The requirements for defense already outstrip 
the current capacity the US government has and needs reinforcement. 

A cyber auxiliary can provide several ways to augment our cyber defense capacity. 
Education programs can equip the population with skills and awareness to serve 
as a solid front-line defense. A cadet program could enhance the educational ap-
proach and expose a larger population to in-depth knowledge of cyber defense and 
network operations, building a cadre for the future. Adult auxiliary members can 
add capacity to current cyber-defense organizations and be critical actors in aiding 
civil defense and even DoD. Much like the change in warfare observed during and 
after World War I, cyberspace is changing and growing. It is time to recognize both 
the environmental shifts and the opportunities available to the nation to get ahead 
of the coming cyber tsunami. 

© 2022 Jeffrey Fair

America’s Cyber Auxiliary: 
Building Capacity 
and Future Operators

Lieutenant Colonel (Ret.) Jeffrey J. Fair
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Malicious cyber actors pose one of the 
greatest contemporary threats to the 
United States, but the country continues 
to fall well short of the capability and ca-

pacity needed to adequately protect itself in real-time. 
Cyber-attacks in the public and private sectors feature 
regularly in news reports, while increased post-attack 
mitigation efforts can aim only at limiting the damage.  
America and its allies even contend with threats to 
electoral systems and their democratic way of life as 
adversaries manipulate social media and other infor-
mation flows. The threats are continuous, innumera-
ble, and widespread, and the US is struggling to keep 
pace and identify better ways to defend against them.  

As the number of government, military, and pri-
vate cyber activities increases, the threat continues to 
grow and evolve. Several initiatives have been aimed 
at increasing US capacity in cyberspace. The federal 
government elevated U.S. Cyber Command (USCY-
BERCOM) to full combatant command status, expand-
ing its purview and power structure. The move was 
joined by the military services, which initiated a rapid 
expansion of their own cyber units and specialists. 
The Trump administration adopted a new approach to 
dealing with malign cyber actors called persistent en-
gagement, bringing a more active defense to bear on 
cyber threats that the Biden administration has decid-
ed to continue to practice. The involvement of USCY-
BERCOM in the pursuit of ransomware actors marks 
a new turn in the fight against threats that targets 
private sector companies, non-profits, school systems, 
and other government organizations at all levels.   

The threat, however, remains real and continues 
to adversely affect organizations in all sectors: pub-
lic, private, and non-profit. Some estimates show cy-
ber-related crime and industrial espionage cost the US 
economy over $2.1 trillion between 2015 and 2019.[1] 

Several high-risk sectors like health care, financial ser-
vices, and manufacturing have been heavily targeted. 

Jeff Fair is the Vice President of  
Cybersecurity and Economic Development 
 for the San Antonio Chamber of Commerce 
and as the lead for Cybersecurity San Antonio, 
a public-private partnership between the 
Chamber and the City of San Antonio charged 
with enhancing the cybersecurity industry in 
the city. Fair is a Ph.D. candidate at the George 
Washington University’s Trachtenberg School 
of Public Policy and Administration.

His dissertation research includes governmental 
transparency in the U.S. Intelligence Community. 
He retired as a LTC after a 22-year career in  
the U.S. Army where he served in several 
organizations including the National Security 
Agency and U.S. Cyber Command. Fair holds 
a BA from George Washington University’s 
Elliott School of International Affairs, an MBA 
from Hawaii Pacific University, a MPA from the 
University of Washington’s Evans School, and a 
MSSI from the National Intelligence University 
(NIU). He later served as an adjunct for NIU, 
teaching courses at its NSA Academic Center.



SPRING 2022 | 59

JEFFREY FAIR

Not only will additional threats emerge over time, but an explosion in the number of online 
devices is adding more opportunities for malicious cyber actors. As government continues to 
invest in defense, so does the private sector, but the losses continue to mount.

Even with the additional steps taken by the US government (USG), it will continue to be 
difficult to stem the rising tide of cyber-attacks and cyber-espionage.  It can be compared 
to plugging holes in a boat riddled with small holes and more holes appearing all the time. 
Some have advocated the rapid employment of artificial intelligence, advanced machine 
learning, and other high-technology tools to augment the professionals battling myriad cur-
rent threats, but those solutions may be years or more away. The need for more cyber-de-
fense capacity has never been more acute.

The answers to achieve a higher capacity are generally not quick wins, as evidenced by 
the push for rapid fielding of new technological solutions. The remedies, however, can be 
lasting and must be multi-dimensional. The concepts of using machine learning and artificial 
intelligence, teamed with human analysts, are maturing but that technological advance will 
not solve the entire capacity problem. Initial attempts to increase capacity by utilizing the 
military services have included a more traditional approach, using the total force. The Air 
Force not only has reserve cyber units to augment its active-duty cyber warriors, but has also 
fielded cyber units in the Air National Guard. In addition to reinforcing active-duty efforts, 
the Texas National Guard activated cyber units to assist school districts and local municipal-
ities affected by ransomware attacks.[2]

Current efforts involve officials creating additional capacity in the face of a growing threat. 
Congressman Tony Gonzales (R-TX), a former Navy cryptologist, is sponsoring legislation to 
create a National Digital Reserve Corps.  The organization would comprise “a group of civil-
ian individuals with relevant skills and credentials to address digital and cyber needs across 
the federal government.”[3] It would fall under the General Service Administration (GSA) and 
rely on the GSA to allocate additional resources to agencies in need.  

The most audacious plans, however, would provide both a relatively short-term increase in 
manpower and a long-term, possibly multi-generational, approach to building a cyber-smart 
military, workforce, and citizenry. Some lessons from current organizations provide possible 
paths to that bold objective.

Using Lessons from History

In the past, the US has been able to successfully react to rising threats in relatively new 
domains of warfare. Studying analogous situations and environments and drawing implica-
tions for cyberspace provide apt analogies that can help investigate possible strategies for 
cyber-related approaches.[4] Two organizations provide examples of how we can proceed in 
adding capacity and improving the nation’s cyber readiness.  
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By the First World War, the air domain had demonstrated its potential and the US was 
devising ways to gain advantage. Although the air domain could arguably include balloon 
observations in the Civil War, the direct destructive power of the airplane had manifested in 
the First World War and made clear to all that airpower would have a significant role in the 
future of warfare.  

There were several organizations and initiatives aimed at improving the military capabil-
ity of the US in this new domain. Many of these organizations found it was also important 
to generate civilian enthusiasm in this area for commercial and research purposes. One 
such organization was the Civil Air Patrol (CAP), founded by a World War I aviator, Gill Robb 
Wilson.[5] He returned to the United States from Germany in 1936 convinced that a war was 
brewing in Europe and realized the US needed additional aviation capability, capacity, and 
education. The CAP was official established by the Commerce, Navy, and War Departments 
in late 1941 after Wilson’s organization consolidated several other flying organizations into a 
larger, more organized group. Before and during World War II, the group flew anti-submarine 
patrols off the Atlantic and Gulf coasts. In 1942, the group added a Cadet program that edu-
cated teenagers in aviation. Following the war, the CAP was placed under the newly created 
Department of the Air Force as the branch’s civilian auxiliary.

In addition to augmenting patrols on the West coast of the US during World War II, CAP 
worked with local civil defense programs in planning and execution drills. Later, CAP began 
to assist local authorities in search and rescue operations. As crash locator beacons became 
more prevalent in civil aviation, the Air Force directed CAP to begin assisting in search and 
rescue operations responding to possible incidents with small civil aircraft. Today, the CAP 
also assists in mass casualty and disaster relief operations/exercises around the country. 
Thus, CAP provides invaluable additional capacity and sometimes free up assets to work in 
other areas.  

Beyond its operational missions, CAP runs a robust cadet program that includes several 
benefits. First, it teaches cadets ages 12-21 leadership through a testing regimen and partic-
ipation in exercises, search and rescue missions, and other programming. More importantly, 
however, cadets learn about all aspects of aviation.  Educational materials provide a thorough 
history of aviation, from the Wright Brothers to some of the most recent developments in the 
aerospace industry. CAP has programs to teach cadets to fly with both ground school and 
flying instruction. The programs instill a lifelong interest in aviation and help propel many 
to careers in the aviation industry.  

The U.S. Coast Guard Auxiliary (CGAUX) is another organization that can be an example 
for a future cyber auxiliary. The CGAUX was created in 1939 and for over eighty years has 
assisted the Coast Guard with patrolling, search and rescue, and educational programs. It 
provided 50,000 members at the beginning of World War II to assist in patrols, and over time, 
increased capacity by placing many private vessels into service.[6]  
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 Today the CGAUX is visible on US waterways and is well known for its boater education 
and outreach. To promote and improve safety, the CGAUX provides instruction at all lev-
els, thereby improving proficiency, and instilling a love for boating. Courses include opera-
tions, maintenance, navigation, and safety topics as well as what to do in an emergency. The 
CGAUX also plays an important role in providing additional capacity for the Coast Guard 
during disaster relief, search and rescue, and pollution response. The additional capacity 
provided by the CGAUX has saved many lives and allowed the Coast Guard to focus on core 
missions and situations that demand its more specialized equipment and training. 

A New Approach

What then, can cyber policy experts gain from familiarizing themselves with CGAUX and 
CAP? Both organizations offer insight into how cyber leaders can organize, train, and develop 
capacity in citizens thus providing additional capacity in times of crisis. First, a United States 
Cyber Auxiliary could embrace education as a core mission. There are several groups that 
provide cyber education and training, but none resemble an organization like the CGAUX, 
which is respected, well known, and offers a lifelong education. A cyber auxiliary could 
provide classes around the country at little or no cost. The audiences would be varied, from 
novice users to system administrators from those undergoing elementary education to se-
nior citizens. Classes would likely have to concentrate on the defensive side of cyber activity, 
including basic concepts of information security, password strength/protection, and how to 
identify suspect emails and websites.  

Education options would include a mixture of online and in-person courses and could also 
bridge the gap between the general population and organizations like the Department of 
Homeland Security (DHS), the Federal Bureau of Investigation (FBI), and the National Secu-
rity Agency (NSA). A cyber auxiliary could help those organizations push critical messaging 
to the public and educate them regarding available resources. Another education-related role 
would include the advertisement of cyber-related grants and scholarships, coordination of 
educational efforts in cyber education, and incentivizing cyber careers through scholarships 
and grants.

The second approach a cyber auxiliary should consider is the inclusion of a cadet program. 
The shape and feel of such a program would ultimately be dependent on the parent organiza-
tion of the auxiliary, but a cadet program would accomplish several goals that cyber experts 
have advocated for many years. First, a cadet program is another way to deliver cyber educa-
tion, albeit the program would likely be much more rigorous than what would be offered to 
the general population through the auxiliary. Next, a cadet program builds leadership skills 
and develops youth who may be interested in government, military, and/or adult auxiliary 
service in the future. Finally, the program would inculcate an appreciation of cyber skills 
and instill a desire for lifelong learning in the cyber environment. 
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Another reason to create a cyber auxiliary would be to build greater capacity for USG  
cyber organizations. This aspect of the auxiliary might raise concerns, but a few key items 
can make it focused and effective. The auxiliary would have to be granted authorities to 
operate but would likely be limited to defensive cyber operations. Much like the education-
al curricula, any auxiliary cyber operations will be limited to augmenting defensive cyber 
protection and recovery. The auxiliary could, like the CGAUX, perform regular patrols and 
assist local government and businesses with network assessments in conjunction with the 
educational mission. Alternatively, a cyber auxiliary could be activated by a USG parent  
organization during times of crisis to work on a portion of cyber response or work along USG 
cyber operators to build capacity, although still limited to defensive cyber operations. 

A cyber auxiliary could deliver education and house a cadet program under several el-
ements within the USG. For an organization to assist in active cyber defense operations, 
it would have to be associated with a department with an active cyber mission and exist-
ing authorities. The sponsoring organization would have to exercise tight control over the 
adult auxiliary volunteers through training, exercises, and emergency procedural powers. 
Although, the CAP and CGAUX are associated with the Air Force and the Coast Guard re-
spectively, there is nothing preventing a cyber auxiliary from being associated with USCY-
BERCOM, under the Department of Defense (DoD).  A possible alternative could be DHS, 
which has a much closer tie to civil defense and local protection and mitigation needs. A 
third option could involve both DoD and DHS, activating auxiliary members to support DoD 
in case of a national emergency.  

No matter what organization a cyber auxiliary eventually falls under, the controls on using 
auxiliary cyber personnel online must be stringent. The Army has exercised pairings be-
tween the active and reserve/national guard components for training and readiness. Cyber 
auxiliary members could sit alongside USG personnel (military or civilian) during training 
and exercises, ready to return for operations if the need arises. This portion of the auxiliary 
would likely take the longest to realize, but could be transformational. Any organizational 
approach, however, would need to retain an education aspect and possible cadet program to 
realize the long-term, multi-generational benefits such programs could ultimately achieve. 

CONCLUSION
Cybersecurity is now viewed as an important ingredient to myriad functions of society, 

from the public sector to private industry. The opportunity technology presents must be 
protected by strong security from a growing number of threats, both state-sponsored and 
non-state actors. As the threat grows, so too must the effort to protect vital technological 
resources. 
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As detailed in this article, a cyber auxiliary can provide both a near-term and long-term 
solutions to a dynamic threat landscape, which will continue to grow and evolve. There are, 
however, actual costs involved and significant bureaucratic hurdles to overcome to imple-
ment such a multifaceted solution. The expense of establishing any organization can be 
daunting, especially in an environment that has growing regulatory requirements. There 
are ways to structure an auxiliary that could limit initial costs and continuing operational 
expenses. A Public-Private partnership has been a favorite approach of late to cybersecurity 
and could help jump-start an auxiliary. Another option, similar to CAP or CGAUX, you can tie 
the organization to an existing agency or service.

In analyzing the options for structures to address concerns with costs or oversight, bureau-
cratic impediments and resistance to new models will need to be addressed. Unlike CAP or 
CGAUX, there is no service to attach a cyber auxiliary to, but several organizations have pos-
sibilities. To explore options like the U.S. Digital Service, USCYBERCOM, or GSA, new forms 
of oversight and operational control will have to be developed, tested, and trusted to make a 
cyber auxiliary work. Legislators and administrators must about the present and the shape 
of things to come to ensure a capable and nimble organization is formed that can provide the 
additional capacity the nation requires.

Although the costs of creating a cyber auxiliary can be viewed as an uphill battle, the bene-
fits of an organization that can bring capacity, education, workforce development, and aware-
ness would be truly revolutionary. Recent events have demonstrated the need for the ability 
for everyone to understand the threat and the necessity of additional cybersecurity capacity 
during a crisis. The nation will not have the luxury of debating how to increase its capacity 
to defend against cyber adversaries much longer. The time to find solutions is now.   
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INTRODUCTION

The advent of Big Data is decades old, and the citadels built atop its resources have 
redefined the landscape, shifting the power balance away from governments and 
into the gray area between the public and private sectors. Regulatory systems have 
yet to keep pace. Power has come not so much from the collection, ownership, 

or acquisition of data, but more from the ability to direct them into strategic assets. The 
combinations of what you know and who knows what will become the next decade’s most 
valuable commodities, with those resting on fractured and ineffective decision-making sys-
tems losing the competitive battle. 

However, it’s important to avoid the superstition of superintelligence, waiting for - or 
fearing - the day that the machines awaken and take control. The ultimate battle will not 
be between humans and machines. The battle will be hybrid means and those harnessing 
the power of true human·machine collaboration will come out on top, thereby achieving 
true organizational intelligence. This article addresses the foundations of organizational 
intelligence, and how to navigate the shifting sands and strengthen one’s financial and 
reputational position within global power dynamics. 

WHAT DO WE KNOW?
The volume of currently accessible data is unprecedented. The World Economic Forum 

estimates this will reach 44 zetabytes in 2020.[1] By 2025, data generated globally each day 
is projected to reach 463 exabytes, or 175 zettabytes in total,[2] and by 2025 there are likely 
to be 30 billion Internet of Things (IoT) device connections worldwide, equating to nearly 
four for each person on the planet.[3] 
© 2022 Brian Mullins
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This trend continues to grow extraordinarily and 
there is no denying that our obsession with data cap-
ture in the quest for insight has changed entire indus-
tries. To clarify, data itself is not information. Moreover, 
information is not intelligence. More data does not 
translate directly into better decisions, and this is the 
first myth of control. 

The first myth of control: more data equals more 
knowledge

Historically, lack of information has driven uncertain-
ty. We have moved from a world replete with ignorance, 
to a world saturated with information but still lacking 
in evidentiary support for decision-making. We are now 
blessed with an excess of data, but the quest to capture 
as much information as possible has now found itself at 
the feet of intelligence. Navigating this dense data land-
scape has provided us with architectures, technologies 
and even entire industries dedicated to the pursuit of 
insight and intelligence. Assessing what you know, and 
with what certainty have become key beacons of the 
information age. 

Artificial intelligence itself has risen in prominence 
with the ever-increasing ability to crunch and then 
translate large amounts of raw data into informa-
tion-rich assets. While data is created, analyzed, and 
sometimes tortured to extract its perceived full poten-
tial, machines are deployed to sift through mountains 
of available data to refine more valuable assets. Data as 
a commodity has been compared to oil.[4] The more data 
you own, control, and use, the more power you have. 
Instead of sitting on top of an oil well, you are sitting 
on top of an infinite well of data at one’s disposal. But 
the analogy stops here. Oil is finite, yet data is - for all 
intents and purposes - infinite. Oil is single-use, while 
data can be created and re-used, and exist in many dif-
ferent forms. You are sitting on, and continuously col-
lecting, an asset whose potential, given the right condi-
tions, can increase in size and value over time. 
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Figure 1. Oil and Big Data Resources. Mind Foundry 2021.

One’s ability to process, refine, curate and sustain assets helps define success in this new 
age. Maintaining evidentiary chains of custody for these assets and capturing their use in deci-
sion-making are foundational tools needed by all. This in turn has led us from ignorance being 
understood as ‘not knowing’, to now being defined as ‘not knowing enough.’ 

The Myth of Superintelligence

In the pursuit of knowledge, we’ve fallen prey to various theories of superintelligence. A 
common thread among these theories is that more data coupled with ever more powerful ma-
chines will produce superintelligent machines. The idea that a machine or series of machines 
will suddenly be endowed with sufficient data or computational power to qualify as ‘superin-
telligent’ is worse than unrealistic – it is superstitious.

The commoditization, fragmentation, and complexity of the data landscape alluded to 
above requires increasingly more sophistication to manage. There is reason to believe that 
Moore’s law – the observation that computational capacity doubles roughly every two years 
as the size of transistors gets smaller – is becoming more inaccurate.[5],[6] What happens 
when the amount of computation power plateaus, dependent not solely on power, but also 
mineral resources for chips?[7]

Worse, we still quake so much in the shadow of impending technological singularity that we 
foist misdirected control systems on semi-autonomous systems in the hope of keeping them in 
line and buying ourselves time to stop an ‘intelligence explosion.’ Our focus should be on how 
we can rise above this fear and build a world where we can interoperate with trust. 

The second myth of control: a human will always have the final say

We need to more fully understand what governance and oversight look like in this space. Out-
dated methods, including human-in-the-loop, are increasingly becoming inadequate fail-safes. 
In the face of automation, these human-speed inefficiencies will become primary automation 
targets, taking with them incumbent security mechanisms. In a truly hybrid domain, the  
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efficiencies of human and machine agents operating on collaborative tasks require more so-
phisticated mechanisms of oversight. The best path towards a governance framework that will 
optimally fit an AI-enabled workforce begins with a basic understanding of the hybrid systems 
– everything from their benefits and known failure modes to their interactions with each other. 

SO, WHO KNOWS WHAT?
We have been too obsessed with the pursuit of data-driven knowledge – so much so that 

subsequent action is sometimes an afterthought. The true performance indicators of how 
well an organization is harnessing its incumbent knowledge are often poorly architected or 
understood. 

The intelligence-processing domain provides a good example. As in many industries, the 
tsunami of data at the intelligence community’s disposal exceeds human processing capability. 
There are established methods for data collection and connection, for disseminating intelli-
gence reports, and for creating actionable products. There is an entire domain dedicated to the 
processing of intelligence data, which involves multiple layers of sanitization. This is no mean 
feat but generally, the field-to-field delay time is too long. 

A piece of information collected yesterday that is not actionable until tomorrow – or  three 
months from now – represents an intelligence chain that at best is sub-optimal, and at worst, 
broken, and undermines the effectiveness of those whose job depends on decisions and action 
that can exploit that information. Given the stakes, many industries simply can’t afford such 
delays.  Even where incumbent capabilities exist, efficiencies break down when the systems 
cannot achieve the necessary performance. From an organizational perspective, this can be the 
ability to act as desired within a particular time frame, or simply to act in general. 

The third myth of control: once something is known, everyone knows it

That someone somewhere knows something is insufficient. Living in a connected world, we 
assume that once something is known that it is immediately disseminated to everyone that 
needs to know it, which simply is not the case, even within tightly knit organizations. Mech-
anisms to enable effective organizational decision-making require explicit architecture and 
thought. Also required is the ability to adapt rapidly as the environments around us change. 
Relying solely on broadcast mechanisms simply amounts to turning up the volume and letting 
the noise get louder. It is better and smarter to build systems that effectively get the right infor-
mation to the right person at the right time.

WHERE WE GO FROM HERE
Whilst writing this article, I was lucky enough to get the thoughts of Professor Stephen Rob-

erts, Director of the Oxford University Center for Doctoral Training in Autonomous Intelligent 
Machines and Systems. Our conversation touched upon how we must begin from a systemic 
vantage point to design systems that interface with the complexity of data and a range of 
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human and machine stakeholders. He commented that, “we live in an era of hyper-abundant 
data. However, solving the challenges we face requires more than data alone. It requires a deep 
understanding of the dynamic relationships found not only in the data, but also between agents 
and stakeholders associated with it; as generators, consumers or actors within the data-sphere. 
Understanding such complexity hinges upon our abilities to create robust models able not just 
of dissecting complex data, but capable of managing and orchestrating its flow and engage-
ment across stakeholders, be they software, hardware or human agents.” (Professor Stephen 
Roberts, Personal Interview, December 2021). Thus, not only must we be able to harness and 
operate on the increasingly vast amounts of available data; we also need to anticipate and direct 
our data-collecting activities towards those most valuable. Finally, we need a way to imbue our 
values and principles into the systems we design and use, and to better understand what true 
human-machine collaboration looks like, with reliable performance indicators that will ensure 
immediate and long-term success. 

This is not so much about learning how to harness AI as a tameable beast, but more about 
how to bring it into your team as a trusted and responsible member. This is best achieved by 
ensuring an unwavering commitment to continuous organizational learning  that enables both 
human and synthetic agents to learn and improve as they collaborate towards defined goals. 

This was touched upon further when I recently connected with Professor Mike Osborne, 
one of the world’s leading experts in collaborative AI technologies, from Oxford University’s 
Machine Learning Research Group, we discussed the necessity to embed human context in 
the design of artificial intelligence systems. Mike explained that, “It is misleading to think 
of AI today as being a like-for-like replacement for a human worker. AI today is powerful, but 
severely limited. Even with today’s data volumes, AI without deep human collaboration is use-
less at best and harmful at worst. The best data that exists is embedded in the heads of those 
stakeholders who best understand the problems to be solved – only if an organization designs 
its AI solutions with and around those stakeholders will it truly deliver value.” (Mike Osborne, 
Personal Interview, December 2021). 

 

Figure 2. Organizational Intelligence. Mind Foundry 2021.



72 | THE CYBER DEFENSE REVIEW

AI, SUPER INTELLIGENCE, AND THE FEAR OF MACHINES IN CONTROL

WHERE DO WE SEE THIS OPERATING AT SCALE TODAY?
Organizational intelligence is not superintelligence as defined by philosopher Nick Bostrom[9] 

and others. Today, the hallmarks of superintelligence are seen not in our machines, but rath-
er, in the organizational effectiveness of some governments and major corporations. This 
requires a large orchestration of humans and technologies, the dissemination of information, 
and decision-making against common goals. This interconnected network of agents working 
together is the seed from which true organizational intelligence will sprout.  

Taking a subset of these organizations – those with the desire and the commitment to har-
ness the true potential of the data age – and providing them with the tools to collaborate with 
their AI counterparts, you will see a new kind of superintelligence evolving a truly scalable 
hybrid intelligence. 

BARRIERS TO ORGANIZATIONAL INTELLIGENCE
Organizational intelligence is difficult to achieve, and goes well beyond simply adding AI 

capabilities to your toolbox or hiring lots of good data analysts and hoping for the best. Of 
the many impediments to the true realization of organizational intelligence, these are the 
top four killers: 

Rigidity of organizational structures 

For centuries certain outfits have enforced control by relying on archaic and rigid chain-of-
command structures. While clarity in autonomy for decision-making has its benefits, exam-
ples where rigid, inflexible structures are unsuitable abound.

Retired U.S. Navy Captain and best-selling author, L. David Marquet, sees bringing decision 
making closer to key information as pivotally important, enabling a distributed (or federated) 
decision-making environment that allows for fast, informed decisions untethered, or at least 
less tethered, to a central chain of command. Immediate access to relevant and evidentiated 
intelligence should enable strong, even prescient, decisions, provided the organization can 
make decisions as quickly as that information is made available. 

There will always be decisions that cannot and should not be outsourced, and any organi-
zational intelligence framework must be vigilant regarding autonomy given to agents, both 
human and AI. Humans can adapt well to broad context and new situations. Hybrid organi-
zations must harness this adaptability. 

Innovation in high-stakes environments 

There is always a complex interplay between evidence-based innovation and the new ev-
idence that arises from that innovation, and as stakes increase, so too do barriers. To test 
novel technology and can afford a million failures before performance attains success, fine. 
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One can afford to lose a million chess games, but it is obviously unacceptable when human 
lives are on the line. I simply note here in passing those valid fears often dampen innovation 
in high-stakes environments, which often results in the continued use of archaic strategies. 

Failure to adapt

 

Figure 3. Adapt & Thrive. Mind Foundry 2021.

Current industry standards are insufficient to tackle the demands of the big data age 
head-on. Solutions designed to mitigate today’s issues, standing alone, will not help us sur-
mount future hurdles. With change as the one constant we all must live with, adaptation 
must always be the cornerstone for any successful organizational strategy. Data also is in 
a constant state of flux, as are our technological capabilities. Thus, our response must be 
continually dynamic. 

Even the most mature AI technologies shouldn’t lull us to assume that the future will re-
semble the past, which includes the data we now collect and hold. Ability to handle a future 
that looks nothing like the past grows ever more important. While one approach might be 
to stay at the cutting edge of new technologies, this is only a partial solution. Nimble adapt-
ability is needed at the organizational and human level to optimize the modern-day hybrid 
workforce. Again, change is our only constant, so while investment in the future is crucial, 
adaptation needs to be part of a business’s everyday operations. 

THE QUESTION IS ONE OF TRUST
Each pitfall flagged above can kill organizational intelligence in its crib. So, how is this 

problem averted?

Trust and accountability are central to a hybrid workforce: they enable autonomous and 
semi-autonomous AI agents to execute their remits effectively with proper collaborative and 
auditable functions. Accordingly, both the human and AI agents must: 
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munderstand their remits and their allowed space of operation,

mdefinitively explain their reasoning for making certain decisions,

mindelibly explain any actions they have taken based on those decisions, and

mcollaborate effectively with other agents against combined problems. 

THE NEW AGE 
These tenets comprise the backbone of trust and accountability. Increasing amounts of au-

tonomy should not be granted to systems that fall short of these imperatives. This is a pivotal 
moment: our next steps will reshape the workforce. The sheer amount of available data will 
continue to expand geometrically. Those who prioritize quantity and the status quo over qual-
ity, understanding, and adaptation will lose out. The new age will not find machines ruling us, 
or humans working within archaic organizational structures. The new age should (and will, if 
we do this right) find humans and machines working complementary, with the lag between 
data and action significantly reduced, and human-AI collaboration much better serving the 
interests of mankind.  
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INTRODUCTION

T he 2016 Presidential election that brought Donald Trump to the White House was 
a turning point in US policies and attitudes toward Internet governance. The dis-
covery of organized Russian influence operations combined with the unexpected 
election result, led to a fundamental reappraisal of the security implications of the 

content flowing over global social media.[1] Once seen as a realm of civil society subject to 
communications or technology policy, social media exchanges are now perceived by many 
as an arena of geopolitical conflict. The US, many claimed, was engaged in information 
warfare in a way that implicated national security.[2] This article explores the consequences 
of the changing perception of Internet content for US military doctrine regarding Infor-
mation Operations (IO) and the US approach to Internet governance. The article seeks to 
answer the following two research questions (RQ):.  

RQ1: What changes in US military organization, policy, doctrine, and practice regarding 
IO took place after 2016?

RQ2: Are the post-2016 US military organizational structures, doctrines, policies, and 
practices eroding the distinction between liberal-democratic and authoritarian political 
systems regarding free expression on the Internet?

The motivation for these two research questions is the potential clash between the free 
expression principles underpinning liberal democracy and concepts of information warfare 
or state-sponsored influence operations. Constitutional protections constrain governments 
from censoring and propagandizing their citizens in liberal democratic states. The freedom 
and autonomy of public expression are perceived to be essential components of democratic 
self-governance, and state-backed influence operations would undermine them.
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The long controversy over the Smith-Mundt Act of 
1948 exemplifies these tensions. The law was passed 
during the early stages of the Cold War and it autho-
rized US civilian agencies to engage in public diplo-
macy as part of the ideological competition with the 
Soviet Union. The law’s passage was followed by six 
decades of controversy over whether the U.S. Infor-
mation Agency (USIA) produced government pro-
paganda and whether the government could legally 
disseminate its products to Americans.[3] While these 
concerns pertained to civilian agencies, similar sus-
picions about Department of Defense (DoD) support 
for domestic propaganda efforts repeatedly surfaced 
during the wars in Iraq and Afghanistan.[4] 

Authoritarian states, in contrast, suffer from no such 
competing tensions; they openly engage in institution-
alized IO against their own citizens. Moreover, their 
domestic censorship and propaganda activities are 
justified on national security grounds. Liberal democ-
racies tolerate the instability generated by competing 
media outlets, political parties, and belief systems, see-
ing them not only as individual rights but as benefi-
cial to accountability and effective self-governance. In 
contrast, authoritarian countries make the exchange of 
ideas and information part of the political and security 
interests of the state. It follows that there must be fun-
damental differences between the way authoritarian 
states and liberal democracies handle the relationship 
between government IO and national security. There-
fore, any significant shifts in the scope or nature of mil-
itary IO by a liberal-democratic power raise important 
policy questions.

METHODOLOGY
The researchers address RQ1 by systematically re-

viewing DoD memoranda and publications related to 
IO. This evidence enables differentiation between mil-
itary doctrine, public policy, and organizations associ-
ated with IO before and after 2016. The analysis begins 
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with the U.S. Special Operations Command’s (USSO-
COM) formation in 1987 and ends with documents 
published in the first half of 2020. The review includ-
ed documents produced by DoD and the Joint Chiefs 
of Staff, publications by the different service branches 
(Army, Navy, Air Force, and Marines), interviews with 
practitioners, and journalistic sources. The review also 
included relevant Congressional legislation, reports, 
hearings, and general literature and case studies on IO 
published by academic scholars and military theorists. 
Because the article focuses exclusively on the military 
response, it did not review the evolution or documenta-
tion of civilian agency practices and policies.

The second research question (RQ2) builds on the an-
swers to RQ1 to conduct a qualitative analysis of how 
evolution in policy, doctrine, and organization exhibits 
a change in the US approach to global freedom of ex-
pression on the Internet. The researchers identify the 
rationales for the changes and compare them to the jus-
tifications offered by authoritarian states. There is also 
an assessment of the consistency of the new policies 
with prior US positions regarding Internet governance 
and Internet freedom. 

WHAT IS IO? DEFINITIONAL ISSUES
Information and information technology have always 

played a critical role in warfare. Command and con-
trol of weapons and troops, intelligence gathering, and 
counterespionage are central to military operations.[5]  
The US military uses many different labels to describe 
activities associaged with information and cyberspace. 
In addition to IO, the terms used include information 
warfare (IW), influence operations (another IO), psy-
chological operations (PSYOPS), propaganda, public af-
fairs, civil-military affairs (CMA),  political warfare,  ac-
tive measures, and disinformation.[6] These US military 
concepts and practices cover an expansive, complex, 
and constantly evolving arena of thought and action. 
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For simplicity of exposition, this paper will use the label “IO” as an umbrella term for all the 
aforementioned labels (IW, IO, PSYOPS, CMA, active measures, disinformation). Our analysis, 
however, will attend to the essential differences in the definitions and connotations of each 
term, when necessary. The definition of Information Operations given in Joint Publication 
(JP) 3-13 (2012) is typical and very similar to the definitions of PSYOPS, Military Information 
Support Operations (MISO):

Planned operations to convey selected information and indicators to foreign audiences to 
influence their emotions, motives, objective reasoning, and ultimately the behavior of for-
eign governments, organizations, groups and individuals. Its target audience includes not 
just potential and actual adversaries, but also friendly and neutral populations.[9]  

Adding to the complexity, military concepts related to IO have often been lumped together 
with military approaches to cybersecurity and cyberspace in potentially confusing ways. Here, 
too, we find a host of different labels for various specialized functions, such as cyberspace oper-
ations (CO), computer network operations (CNO), and electronic warfare (EW). However, there 
is a critical distinction between what is defined as IO above and these cybersecurity-related 
functions. CO and CNO defend or attack the confidentiality, integrity, and availability of infor-
mation technology systems, and EW focuses on attacking or protecting the availability of the 
electromagnetic spectrum. In other words, CO/CNO/EW manipulate machines in cyberspace.

On the other hand, IO produces and manipulates messages to influence the cognition, per-
ceptions, or beliefs of humans. While IO may use cyber-technical means to distribute messages, 
the arena of action is the human mind, not the machines per se. In military parlance, they op-
erate in different domains.[10] The critical distinction is that cybersecurity-related operations do 
not, for the most part, avail themselves of symbolic meaning to humans to achieve their effects. 

The existence of multiple, nonintegrated concepts and labels makes the analysis of post-2016 
changes in doctrine, organization, and practice more complicated but also more interesting 
and relevant. Do the doctrinal changes combine these heterogeneous concepts and labels into 
a single construct or combine them under a single military command? Is the target a state 
actor in foreign countries with whom the US is engaged in hostilities, or is it a broadly defined 
Information Environment that includes everyone? Does IO happen only in wartime or also in 
peacetime? We engage with each of these questions while analyzing the changes in IO before 
and after 2016.

TIMELINE AND EVOLUTION OF US IO
Our attempt to track the complex, often-confused evolution of IO concepts in the US military 

begins in 1987, with the formation of USSOCOM. Over time, this command came to operate as 
an almost distinct service branch, and set the baseline for IO policy, doctrine and operations for 
over twenty-five years, until the disruption of 2016.
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The IO situation prior to 2016

During the Cold War, the USIA was the government’s leading instrument of informational 
power.[11] After the fall of the Soviet Union, the budget and programs of USIA were rapidly 
curtailed. The human domain set of IO capabilities eventually found a post-Cold War refuge in 
the new Special Operations Forces (SOF). The Secretary of Defense assigned  to USSOCOM all 
Army and Air Force PSYOPS and Civil Affairs (CA) units.[12] USSOCOM’s second commander, 
General Carl Stiner, pushed through an initiative designating PSYOPS and Civil Affairs as part 
of the SOF and command and control of these units in peacetime as well as wartime.[13] Concur-
rently, information operations was added to USSOCOM’s principal mission list. 

Linking PSYOPS, CA, and IO with special operations sustained these capabilities and kept 
them stovepiped away from the other commands. The concentration of IO capabilities in SOF was 
reinforced by the 9/11 terrorist attacks on the US. The Global War on Terrorism (GWOT) was an 
arena in which the US faced issues regarding the country’s reputation, conflicting ideologies, 
and psychological influence. Yet efforts to centralize IO capability to support GWOT repeatedly 
broke down. The Joint Chiefs of Staff established an Information Operations Task Force (IOTF) in 
the autumn of 2001 as an interagency group to direct information and influence operations and 
act as the single point of contact for the US government. Nevertheless, according to one military 
observer, “no other agencies or departments would participate,” and its alerts and activities were 
largely ignored.[14] The IOTF was disbanded in July 2002. Special Operations filled the vacuum, 
becoming “the cornerstone of the US military response to terrorism.”[15]

Although advocates for integrated IO capabilities in the military criticize the siloing of IO 
capabilities in SOF, its base in USSOCOM mitigated the policy dilemmas associated with mili-
tary involvement in propaganda and psychological operations. As one military historian said, 
it kept them in “a narrow organizational area focused on military and warfighting.”[16] It also 
imposed natural limits on the geographic scope of the activity. As two SOF practitioners noted 
in a 2015 report, the pre-2016 influence operations mindset was suited to smaller-footprint, 
persistent-presence operations such as counterinsurgency in occupied foreign countries.[17] 
This focus meant that the targets of IO were not engaging with US citizens, and the goals were 
more narrowly defined and immediate (e.g., convincing locals not to join terrorist groups or to 
supply information about the whereabouts of insurgents).[18] IO was not perceived as a part of 
great power competition.

However, even under these limited circumstances, issues arose. After 2005 there was a shift 
in the definition of IO from an integrating function focused on disabling an enemy’s military 
decision making to amorphous notions about informing and influencing civilian populations; 
this loss of focus contributed to the IO community's slip from relevance in the US military.
[19]  As the possible manipulation of information by the government was viewed with increas-
ing suspicion, a December 2011 Secretary of Defense Memorandum rebranded psychological 
operations as MISO.[20] 
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A parallel thread developed what became U.S. Cyber Command (USCYBERCOM). Through-
out the 1990s and 2000s, society’s increasing reliance on computers and the Internet pro-
duced within the Intelligence Community a shift from passive to active signals intelligence 
(SIGINT). According to General Michael Hayden, the move from passive to active SIGINT 
involved “commuting to the target and extracting information from it, rather than hoping for 
a transmission we could intercept.”[21]  

In the early days of this shift, active SIGINT[22] went under the label of IW. By the end of 
1996, however, the term IW was rejected. DoD formally changed IW to IO with the issuance 
of a new classified order, DoD S3600.1. An unnamed OSD IO official said in an interview with 
Wiener (2016) that “[t]he State Department made us change terminology from IW to IO for 
political reasons.”[23] The “political reasons” appear to be related to the longstanding barriers 
between state/military propaganda and the civilian environment, which had become increas-
ingly important with the rise of the Internet. Specifically, “the government did not want the 
inference to be drawn that we are militarizing cyberspace.”[24] Here we see the constraints 
and ideals of liberal democracy and Internet governance directly constraining military labels 
for their doctrine, if not necessarily their operational practice. On the other hand, National 
Security Agency (NSA) director Lt. Gen. Kenneth Minihan supposedly welcomed the shift 
as it obscured NSA activities and allowed him to “build out mission capability for Computer 
Network Attack (CNA) and Computer Network Exploitation (CNE).”[25] 

The development of cyber capabilities within the Intelligence Community (IC) led to inter-
agency squabbling over which service should own Computer Network Defense. Over the next 
eleven years, the organizational home of offensive and defensive cyber operations changed 
hands several times and was ultimately subsumed by USCYBERCOM, created on June 23, 
2009. USCYBERCOM continued to grow, activating its Cyber National Mission Force (CNMF) 
in 2014 and being elevated to a combatant command in 2018.[26] While CNA was envisioned 
as having significant warfighting potential, much of the growing scope of USCYBERCOM 
activities still seemed to fit within an intelligence framework.

Before the creation of USCYBERCOM, there was significant variation in the conceptual 
understanding of network and IW across the different military services. USCYBERCOM “had 
the effect of formalizing the interactions among the military services and partially standard-
izing the thinking.”[27] Generally, following the creation of the command, the US conceptu-
ally distinguished cybersecurity, which involved CNA, CND, CNE, and Electronic Warfare 
(EW), from human domain actions such as IW or IO. As USCYBERCOM applied a technical 
understanding of CNA and CNE to its core conceptual mission, the IO community embedded 
within USSOCOM saw cyberspace as both a vulnerability and an opportunity to shape the 
cognitive domain.[28] 
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Evidence of change since 2016

Since 2016, the perception of information’s increasing relevance to national security has 
led to military policy, doctrine, and organizational changes. These changes have attempted 
to reorient IO toward nation-state conflicts, away from its focus in irregular warfare, special 
operations, and terrorism.

The 2014 conflict in Ukraine already led a few analysts in the US military to focus on Russian 
IW, or what they called “hybrid warfare.”[29] However, while the belief that Russia was pursuing 
a new approach to IW was gaining credence among specialists in 2014 and 2015, there were no 
significant changes in policy or shifts in doctrine in those years. It was the 2016 election out-
come with the controversy over Russian involvement that brought widespread public attention 
to Russian IW (and even some exaggeration of it).[30]

Measurable changes in policy, doctrine, and organization began in 2017 (see Figure 1) when 
Russian IW was perceived or asserted to be directly affecting the US, and the threat analysis 
was enhanced by partisan conflict within the US.[31] While latent pockets of support in the mil-
itary for a new approach to IO may have existed before the 2016 elections, we will show in the 
following sections that transformative changes to military policy, doctrine, and organizational 
structure were, at least in part, instigated by perceptions of Russian manipulation of the US 
information environment in 2016.

Figure 1. Timeline of Events Related to US Government IO Capabilities.

Policy

Strategic national security policy documents produced by the White House, DoD, and Congress 
identify high-level national security threats and set a corresponding course of action. In the years 
following the 2016 election interference, these policy documents highlighted the threat of foreign 
influence operations and sought to empower the US military to counter these threats.
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The President must prepare an annual National Security Strategy (NSS), as required by law, 
that outlines his strategic priorities to Congress.[32] Despite President Trump’s downplaying of 
the role of Russian election interference in 2016, the 2017 NSS contained numerous mentions 
of the security risks posed by foreign state propaganda and disinformation. This document 
described how states “weaponize information,”[33] and “use cyberattacks for extortion, infor-
mation warfare, [and] disinformation.”[34] Russia is specifically named for “using information 
tools in an attempt to undermine the legitimacy of democracies.”[35] However, both “[s]tate and 
non-state actors” are identified as “project[ing] influence and advance[ing] their objectives by 
exploiting information, democratic media freedoms, and international institutions.”[36] With 
the imprimatur of the President, this language authorized the national security apparatus to 
act against these threats. In contrast, the Obama administration’s 2015 NSS contained only 
one passing reference to Russian propaganda and never used the terms information warfare, 
disinformation, subversion, or exploitation of information.

The 2018 National Defense Strategy (NDS)[37] altered the US approach to information. It 
framed information security by describing the actions of US competitors and adversaries as 
information warfare, political and information subversion, and propaganda. State actions like 
political and information subversion are identified such that “the homeland is no longer a sanc-
tuary.”[38] It further puts this activity in the context of armed conflict, describing adversaries’ 
use of IW as an example of  competition short of open warfare.[39]

The President’s 2018 National Cyber Strategy[40] further solidified the linkage between infor-
mation operations and cybersecurity. Unlike the NDS, the National Cyber Strategy is intended 
to provide guidance across multiple departments and agencies. The 2018 document proposed 
using all appropriate tools of national power to expose and counter the flood of online malign 
influence and information campaigns and non-state propaganda and disinformation. It further 
proposed working with the private sector, academia, and civil society to identify, counter, and 
prevent the use of digital platforms for malign foreign influence operations.

The Congress’s 2019 and 2020 National Defense Authorization Acts (NDAAs) reaffirmed the 
national security implications of IO. Section 1642(a) of the 2019 NDAA provided authorities,

[If] the National Command Authority determines that Russian Federation, People's Repub-
lic of China, Democratic People's Republic of Korea, or Islamic Republic of Iran is conduct-
ing an active, systematic, and ongoing campaign of attacks [...] including attempting to 
influence American elections and democratic political processes.[41]  

The 2020 NDAA under Chapter 19 – Cyber and Information Operations Matters[42] reit-
erates and expands on these authorities with far-reaching language that affirms DoD, “is 
authorized to conduct military operations, including clandestine operations, in the informa-
tion environment to defend the United States, allies of the United States, and interests of the 
United States.”[43] 
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Civilian policy changes, including the NSS, NDS, and NCS, prioritized countering foreign in-
fluence operations. Congress then used the 2019 and 2020 NDAAs to authorize a significantly 
expanded role for the military in the information environment. In the subsequent section, we 
show that the post-2016 agenda setting and expansion of authorities were matched by evolu-
tion in military doctrine to address this expanded mission.

Doctrine

Joint Publication 1 (JP-1), the capstone of United States joint doctrine, was amended on July 
12, 2017, to incorporate information as the seventh joint function.[44] As a joint function, infor-
mation joins intelligence, fires, movement and maneuver, protection, sustainment, and com-
mand and control.[45] These categories are used to facilitate planning and employment of the 
joint force.[46] Commanders are expected to integrate and balance these functions for effective 
combat operations. The information function is defined as follows:

The information function encompasses the management and application of information 
and its deliberate integration with other joint functions to influence relevant-actor percep-
tions, behavior, action or inaction, and human and automated decision making.[47] 

Earlier definitions of IO “centered around the notion of attacking enemy communication 
systems as a way to inhibit the enemy’s exercise of battlefield command and control.”[48] With 
information’s formal designation as the seventh joint function, it is clear that the Joint Chiefs 
assign to information a much broader concept of IO. Given that both intelligence and command 
and control were already designated joint functions, the addition of information cannot be un-
derstood as relating to battlefield communications or to intelligence gathering. It must mean 
shaping external information to influence the perceptions and behavior of any relevant actor.

As for how information might be managed, this function is later described as giving joint 
force commanders “the ability to integrate the generation and preservation of friendly infor-
mation.”[49] While friendly information is not defined, JP-1 notably excluded comments about 
how the US military will respond/react to unfriendly information. The 2013 edition of JP-1 
described how the information environment “includes cyberspace” and thereby defined the 
cyber domain as overlapping with the information environment. 

The Joint Concept for Operating in the Information Environment (JCOIE),[50] published July 
25, 2018, is a formal expression of the changes in US IO doctrine.  As the preface notes, the 
Chairman of the Joint Chiefs of Staff felt that addressing the role of information in warfare 
was so critical that he issued an out-of-cycle change to JP-1. The report begins with a 1997 
quotation from Richard Jensen which indicates the report’s drafters are already committed 
to the idea that information war exists and we need to prepare for that eventuality. It im-
plies that the so-called information environment (IE) can create vulnerabilities which can 
be translated into physical or territorial gains while bypassing the kinetic/physical means 
of combat. The JCOIE warns that US adversaries are “bolder and accept more risk operating 
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in this changing IE. As a result, they create political, social, and military advantages that 
exceed their traditional combat power.”

The JCOIE describes the military challenge of information as one of maintaining “percep-
tions, attitudes, and other elements that drive desired behaviors.”[51] This statement implies 
that the US military can effectively control perceptions, attitudes, and other psychological 
factors which drive human behavior. To do this, they need to “integrate physical and informa-
tional power … in an increasingly pervasive and connected IE to produce enduring strategic 
outcomes.”[52]

An acknowledged risk of the doctrine is that “integrating physical and informational power 
will likely challenge the boundaries of current national policy.”[53] These concerns about the 
boundaries of current national policy expressed in the 2018 JCOIE appear to have been an-
swered in the 2020 NDAA.[54]

Organizational

Organizational changes within DoD are moving toward consolidating information capabil-
ities with cyber capabilities. Although there are strong advocates for such consolidation in 
conceptual terms, this integration faces huge obstacles due to the US military’s complex and 
divided structure and the overlaps between different informational functions. Inconsistent 
and contested terminology has left ambiguity over the names of these consolidated entities, 
particularly as service-level cyber commands merge intelligence and information operations 
capabilities. The rate of change across the service branches varies, with the Navy having in 
some way anticipated the trend, the Air Force taking a quick pivot, and the Army establishing 
a ten-year plan.

The Naval Network Warfare Command (NETWARCOM) brought the Naval Security Group Ac-
tivities under its command in 2005, incorporating the Naval Information Operations Command 
(NIOC) into the same organization as the one focused on cybersecurity capabilities. In 2010, 
this relationship was solidified with the creation of the U.S. Fleet Cyber Command.

The 16th Air Force, which was reactivated on October 11, 2019, merged the 24th and 25th 
Air Forces. The 24th Air Force served as a cyberspace combat force from 2010 to 2019, while 
the 25th provided intelligence, surveillance, and reconnaissance. While heavily focused on in-
telligence, the 25th Air Force included the 688th Cyberspace Wing (known as the Information 
Operations Wing from 2009 to 2013) based at Lackland Air Force Base.[55] The 16th Air Force is 
presently known both as Air Force Cyber and as the Information Warfare Numbered Air Force 
as it merged intelligence, surveillance, reconnaissance, cyber warfare, electronic warfare, and 
information operations capabilities under a single command.

On March 13, 2019, at AFCEA’s 2019 Army Signal Conference, Lt. Gen. Stephen Fogarty 
announced his intent to transform Army Cyber Command (ARCYBER) into an Information 
Warfare Command by 2028. In 2020, IO capabilities were moved to Fort Gordon in Augusta, 
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Georgia, where ARCYBER was headquartered. At that time, Lt. Gen. Fogarty also reiterated 
his intentions and his vision for a convergence of capabilities.[56] While existing 1st IO bri-
gade capabilities are focused on traditional “Operations Security (OPSEC), Military Deception 
(MILDEC), and IO's core synchronization and integration functions,”[57] Lt. Gen. Fogarty targets 
multidomain capability in 2028 to defeat "adversary Information Warfare by Operations in 
the Information Environment (OIE).”[58] The Army’s conceptual terms continue to evolve, with 
reports suggesting that “information advantage” has replaced “information warfare” and that 
the term will soon be incorporated into doctrine.[59]

In July 2017, the Marine Corps set up its first information group, the Marine Expeditionary 
Force Information Group (MIG). Brig. Gen. Roberta Shea described this program as: MIG will 
provide Marine Corps commanders with the ability to more fully integrate information warfare 
capabilities into their plans.[60] While described as an information group, the officer’s descrip-
tion of MIG capabilities sounded more like traditional cybersecurity capabilities, as they seek 
to “degrade and detract from our enemy’s ability to access their own networks while also de-
fending our commanders’ ability to maneuver in the information environment.”[61] 

The previously mentioned 2020 NDAA had a significant organizational component relevant 
to Information Operations. Section 1631(a) describes the position of a Principal Information 
Operations Advisor who operates a Cross-functional Team who reports directly to the Secretary 
of Defense. Changes by the services have been mirrored by calls for an integration of functions 
under USCYBERCOM. As Lt. Gen. Fogarty stated in July of 2018, “[i]n the future [...] maybe it’s 
not going to be U.S. Cyber Command; maybe it’s going to be U.S. Information Warfare Opera-
tions Command.”[62] A December 2020 Washington Post article also pointed to this integrated 
future, as it described how USCYBERCOM is developing IW tactics as a response to the possi-
bility of Russian interference in the 2020 election.[63]

ANALYSIS AND DISCUSSION OF RQ1
Two clear changes have taken place in the US military’s approach to information and cyber-

security since 2016. The first is a broadening of the scope of military IO from warfighting in 
special operations to great power competition in peacetime. This larger scope implies that IO 
is being elevated from the operational level to the strategic level. The second is a tendency for 
organizational structures to combine operations in the cyberspace domain with information 
operations in the human domain. 

From Operational to Strategic

The post-2016 environment has broken IO out of the silo of special operations and irregu-
lar warfare. Legislation, policy, and doctrine have shifted explicitly to address ongoing great 
power competition with China and Russia in the absence of actual military conflict. Congress 
passed broad authorizations to conduct military operations in the information environment. 
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Policy has also shifted toward a globalized concept of the relevant Information Environment. 
These changes exacerbate the policy problems associated with the practice of IO by a liberal 
democracy. It was easier to maintain boundaries between military IO and the domestic civilian 
information environment when military IO doctrine was focused on counterinsurgency oper-
ations in faraway developing countries. Post-2016, these boundaries are now in tension with 
globalized social media and great power competition, where the IE is seen as a factor affecting 
strategic conflict.

Greater integration of cyber/IO capabilities 

Russian activities during the 2016 election have mobilized efforts to integrate cyber and 
IO capabilities. There is strong advocacy within the military to merge and integrate cyber-
space-domain capabilities (CO, CNE, and EW) with human domain capabilities such as PSYOPS 
and IO. The label, Information Warfare, has been suggested as a unifying concept.[64] Some 
advocates of this position hold up FM 100-6 (1996) as a model because it integrated activities 
in both the human and cyber domains into an organized hierarchy with IO as the umbrella con-
cept.[65]  Some advocates of this position do not recognize cyberspace operations and IO as op-
erating in different domains. Others grasp the distinction but see cyberspace in a subordinate 
role as a means for delivering, disrupting, or generating information-related capabilities in the 
service of broader, human domain objectives. Although rarely stated explicitly, the underlying 
premise seems to be that control of cyber infrastructure would facilitate the ability to control 
or manipulate message content in ways that shape attitudes and behavior. While encouraged 
by the post-2016 policy environment, this tendency has not been victorious as evidenced by Lt. 
Gen. Fogarty’s reversal on establishing an Army IW command.

ANALYSIS AND DISCUSSION OF RQ 2: IMPLICATIONS FOR GLOBAL INTERNET 
GOVERNANCE

There were three ways in which the post-2016 changes in IO doctrine, policy, and organiza-
tion affected global Internet governance: (1) there was a tacit acceptance of certain principles 
regarding information advanced by authoritarian nations; (2) there was a triggering of a se-
curity dilemma in the Global Information Environment (GIE); (3) some of the military-civilian 
boundaries traditionally associated with liberal-democratic governance were blurred. 

Parallels to the Shanghai Cooperation Organization’s 2011 Code of Conduct on  
   Information Security

One clear manifestation of the Internet governance implications of these changes comes 
from the de facto, but not widely noted, acceptance by the US of cyber norms promulgated by 
authoritarian states. The original 2011 draft of the Shanghai Cooperation Organization’s (SCO) 
Code of Conduct for State Behavior in Information Security[66] included a pledge that each state 
would do the following:
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...cooperate in...curbing the dissemination of information that incites terrorism, secession-
ism or extremism or that undermines other countries’ political, economic and social stabil-
ity, as well as their spiritual and cultural environment.[67]

The US, with the support of human rights organizations, interpreted as curbing of informa-
tion dissemination and as a way of justifying the restriction of international information flows 
that a sovereign might see as destabilizing or undesirable. 

Still, almost every policy and doctrinal move the US has made since 2017 affirms the prin-
ciples and norms in the SCO’s approach to information security. They contain multiple refer-
ences to political and information subversion. Like China, the US is moving to shut foreigners 
out of its own National Information Environment (NIE). The Trump administration’s proposal 
to block Chinese apps TikTok and WeChat took this logic to an unprecedented extreme.[68] The 
US has, until recent years, been the world’s strongest advocate of Internet freedom and a glob-
al, non-sovereignty-based approach to Internet governance.[69] For it to back away from those 
principles is a significant change in global Internet governance.

The Security Dilemma in Information

The security dilemma is an inevitable problem when states in an anarchic system with im-
perfect knowledge about each other observe and respond to the military activities of their 
rivals. One state’s strengthening can be perceived as aggressive and threatening by another 
state, increasing the second state’s sense of insecurity. This response can lead to a self-reinforc-
ing spiral where both sides generate an arms race. 

IO may be creating such a spiral. Ironically, both Russia and the US see IW as something that 
bad foreigners do, but not something they themselves do. US JP 3-13.2 (2010) defined Propa-
ganda as a form of adversary communication, while in Russian military doctrine Information 
Warfare is used to describe things done to Russians, not what Russia does to other countries.[70]  
Indeed, the so-called Gerasimov Doctrine that the US military still uses to characterize Russia’s 
approach to IW was not a doctrine at all. Rather, the concept was derived from a talk in which 
he expressed the view that the Arab Spring and other color revolutions were a form of IW by 
the US.[71] Yet, despite these disclaimers, both Russia and the US use the IW actions of their 
adversary to justify their own IW initiatives. China could easily fall into the same pattern if it 
has not already. 

Internet-based social media, which already suffers from a deficit of trust, could be further 
damaged by an IW arms race in which all rival powers engage in competing, military-backed 
efforts to “to induce or reinforce foreign attitudes and behavior favorable to the originator’s 
objectives.”[72] A descent into mutual IW by major nation-states could make the depredations of 
commercially-induced spam and phishing look tame by comparison.
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Blurring Boundaries 

The new doctrines and organizational structures blur the lines between war and peace, 
military and civilian activity, and foreign and domestic targets. Although that point is too ab-
stract to be stated explicitly in official military doctrine, some military theorists have already 
asserted as such. The expansion of warfare from the physical to virtual domains “allows state 
and non-state actors to bypass military forces to directly reach adversary populations—the 
human domain—through virtual...means,” and that such “direct access to the human domain 
in 21st century warfare blurs the lines between civilian and military targets.”[73] A promi-
nent advocate for having an Information Warfare Command in the US military criticized the 
“pigeonholing of PSYOPS into a narrow organizational area focused on military and warf-
ighting”[74] as “a vulnerability that can be exploited by potential adversaries with pervasive 
and integrated psychological operations that are also tightly linked to all their public affairs 
efforts.”[75] This implies that operations in the information environment must be perpetual 
and not confined to specific zones. It is a rather explicit statement that liberal democracies 
need to mimic the way their adversarial authoritarian states integrate IO functions, which 
blurs the lines between liberal democracies and authoritarian states. 

Cyberspace is so thoroughly connected that a military campaign in the information envi-
ronment can no longer be targeted at a population easily segmented by nationality or terri-
tory. What is the military’s role when there is no distinction between an enemy attack and a 
marketing campaign by a multinational public relations firm? What is the role of the military 
when a cultural exchange program is considered a form of IO? If the Geneva Conventions 
require us to differentiate our treatment of civilians and combatants, how does that happen 
when one is operating on Facebook’s territory and everyone’s identity is part of an account 
rather than a country? 

Indeed, this expansive concept of war can even blur the line between informational and 
physical operations. The JCOIE quotes a UK general as saying, "We conduct all operations 
in order to influence people and events, to bring about change, whether by 155mm artillery 
shells or hosting visits: these are all influence operations.”[76] While it is true that an artillery 
barrage can be intended to send a signal or shape perceptions, does it also mean that at-
tempts to influence psychology or perception through the exchange of messages are the mor-
al or tactical equivalent of an artillery barrage? If so, such an approach expands our notion 
of what war is to practically every form of human interaction and in doing so, contributes to 
the militarization of all information/communications technologies and content. What then 
happens to the liberal order?
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CONCLUSION
This article surveyed changes in US military organization, policy, doctrine, and practice that 

resulted from the controversies over Russian influence operations. It then explored the impli-
cations of these changes for global Internet governance. Along the way, it cataloged the many 
different labels applied to the military aspects of information, noting an important distinction 
between activities targeting the cyberspace domain and those targeting the human domain.

Our findings show that, post-2016, policy has moved IO from the tactical and operational 
limits of special operations and pushed it up to the strategic level. It is also fostering a merger 
and integration of US capabilities across the cyberspace and human domains. While the Infor-
mation Warfare label remains contentious, these integrating trends show up across multiple 
commands. We found evidence that these changes are at risk of eroding the distinction be-
tween the information policies and practices of the US and authoritarian regimes. In addition, 
broader concepts of strategic IW blur the lines between war and peace, military and civilian 
responsibilities, foreign and domestic targets. Paradoxically, even as they blur these lines, the 
concept of IW pushes its adherents to impose national borders on Internet exchanges, a tacit 
embrace of sovereigntist and nationalist cyber norms that the US explicitly rejected less than 
a decade prior.   
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ABSTRACT 

As the United States endeavors to establish international norms in cyberspace, it is 
critical to delineate which behavioral norms it supports, how it plans to establish 
them, and to what ends the norms are to serve. Espionage does not violate any 
international norm; participants have tacitly agreed to undertake espionage and 
counterintelligence that fall below the “scale and effects” attributed to the “use of 
force”[1] and assume their associated costs in peacetime. Yet not all espionage in cy-
berspace below this threshold is considered acceptable. For example, the US desires 
to bar espionage conducted “with the intent of providing competitive advantages to 
companies or commercial sectors.”[2] 

Existing literature largely favors tacit bargaining to develop norms in cyberspace. How-
ever, the dynamics of the 2015 U.S.–China Cyber Agreement highlight the necessity 
of both explicit bargains and the prospect of cooperation to avoid costly escala-
tory spirals. The newly established position of Deputy National Security Advisor 
for Cyber and Emerging Technology and the formation of Department of State’s  
Bureau of Cyberspace and Digital Policy offer a chance to develop a US-led multi-
lateral whole-of-government approach for the formation of cyberspace norms. This 
approach is discussed here, using the the U.S.–China Cyber Agreement to illustrate 
how it would be preferable over simply relying on tacit bargaining.  

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

“Explicit” Bargains are 
Essential to Forming Desired 
Norms in Cyberspace

Major Wonny K. Kim
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INTRODUCTION

As the United States (US) endeavors to estab-
lish international norms in cyberspace, it is 
critical that it delineate which behavioral 
norms it supports, how it plans to establish 

them, and to what ends the norms serve. These con-
siderations are particularly timely as the current US 
administration builds its cybersecurity team and con-
siders pressing issues in cyberspace. In January 2021, 
President Joe Biden appointed National Security Agen-
cy Cybersecurity Director Anne Neuberger as Deputy 
National Security Advisor (DNSA) for Cyber and Emerg-
ing Technology in the National Security Council.[3] 
As reported then, “Neuberger will be responsible for 
coordinating the federal government’s cybersecurity 
efforts, with a likely emphasis on responding to a mas-
sive cyberespionage campaign carried out last year by 
suspected Russian hackers [referencing SolarWinds], 
which the government is still struggling to unravel.”[4] 
She has since been joined in the administration by 
Chris Inglis, National Cyber Director, and Jen Easterly, 
Director of Department of Homeland Security (DHS) 
Cybersecurity and Infrastructure Security Agency 
(CISA).[5]  

Although the SolarWinds breach was extensive, af-
fecting roughly 100 companies and a dozen govern-
ment agencies,[6] the breach itself was not a violation 
of international norms as the operation did not esca-
late beyond espionage.[7] As the US devises its cyber 
policy, it is imperative to distinguish between actions 
taken for counterintelligence purposes and actions 
taken to develop international norms in cyberspace. 
Espionage is not a violation of an international norm, 
and the US does not appear inclined to establish it 
as such. Espionage and counter-espionage are estab-
lished behaviors that participants have tacitly agreed 
to undertake and assume their associated costs. Yet 
some espionage-associated behavior in cyberspace fall 
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outside these bounds; for example, the US takes exception to espionage conducted “with the 
intent of providing competitive advantages to companies or commercial sectors.”[8] 

Current literature advocates for tacit bargaining, that is, behavioral actions and counter-actions, 
in developing normative behavior in cyberspace.[9] The dynamics of the 2015 U.S.–China Cy-
ber Agreement, however, indicate two important considerations: first, the necessity of explic-
it bargains, such as international agreements, to support the formation of desired norms that 
help avoid costly escalatory spirals. Second, how a viable prospect of cooperation underpins 
the success of norm development. Furthermore, the potential impact of actions taken outside 
of cyberspace must be taken into account as they did lead to the cyber accord and at least 
the temporary cessation of the People’s Republic of China (PRC) offending activity in cyber-
space.[10] These are critical considerations for the US cybersecurity team as they develop US 
cyber policy: ideally, one directed towards a robust US-led multilateral, whole-of-government 
approach to the development of norms in cyberspace.

THE SITUATION
The US National Cyber Strategy published in 2018 envisions an open, reliable, and secure cy-

berspace, one that supports American prosperity, liberty, and security.[11] The key to realizing 
this vision is accepting cyber norms that “define acceptable behavior to all states and promote 
greater predictability and stability in cyberspace”[12] and that “attribute and deter unacceptable 
behavior in cyberspace.”[13] The accompanying 2018 Department of Defense (DoD) strategy 
emphasizes long-term strategic competition from the People’s Republic of China (PRC), which 
has “expanded that competition to include persistent campaigns in and through cyberspace 
that pose long-term strategic risk to the Nation as well as to our allies and partners.”[14] The 
DoD strategy further notes that, “China is eroding US military overmatch and the Nation’s 
economic vitality by persistently exfiltrating sensitive information from US public and private 
sector institutions.”[15] 

Aligning National Cyber Strategy goals with DoD’s characterization of the threat requires an 
assessment of unacceptable PRC behavior. It is critical to note that DoD characterized PRC’s 
espionage as the persistent exfiltration of sensitive information, which sought to damage US in-
terests: through the erosion of US military overmatch and the erosion of US economic vitality. 

Eroding US military overmatch is obviously a serious concern, but espionage with the intent 
to understand and neutralize military advantages has been accepted normative behavior since 
at least as early as Sun Tzu in the 5th Century, BCE.[16]

  It is not espionage itself that is the relevant issue here; rather, it is the intent to erode US 
economic vitality. This is precisely the issue that President Obama raised with President Xi in 
the 2015 agreement: espionage “with the intent of providing competitive advantages to com-
panies or commercial sectors,”[17] hereafter referred to as intellectual property-theft (IP-theft). 
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The 2015 U.S.–China Cyber Agreement states that “the United States and China agree that 
neither country’s government will conduct or knowingly support cyber-enabled theft of intel-
lectual property, including trade secrets or other confidential business information, with the 
intent of providing competitive advantages to companies or commercial sectors.”[18] The par-
ties also pledged to investigate and mitigate malicious cyber activities emanating from their 
respective territories, and to support development of “appropriate norms of state behavior in 
cyberspace.”[19] Post-accord, similar agreements were made between the PRC and other G-20 
members.[20] Yet the PRC’s active theft of IP have since continued.[21]

Continued IP theft has led Dr. Michael P. Fischerkeller of the Institute for Defense Analyses 
and Dr. Richard J. Harknett of the University of Cincinnati to argue that explicit bargaining, 
which involves “international conference or bilateral diplomacy and treaty negotiations,”[22] has 
significant limitations in the cyber domain because participants would not “trust the other to 
any agreement explicitly reached.”[23] They write:

Consider, for example, the 2015 agreement Presidents Obama and Xi, which committed 
that neither country would conduct or knowingly support cyber-enabled theft of intellectu-
al property for commercial gain. … This explicit agreement failed not because of any deficit 
in U.S. diplomatic bargaining skills, but because the bargaining process itself was not ap-
propriate for the strategic competitive space to which it was applied.[24] 

Instead, Fischerkeller and Harknett urge the use of tacit bargaining to develop normative be-
havior in cyberspace. Tacit bargains are defined by Schelling as “informal agreements.arrived 
at ‘not by verbal bargaining, but by maneuver, by actions, and by statements and declarations 
that are not direct communication to the enemy.’”[25] 

It is important to recognize that these two processes are not mutually exclusive. If the US 
had responded to violations of the U.S.–China Cyber Agreement[26] with more than mere 
words,[27],[28],[29] for example, with palpable actions against IP-theft recipients, the accord may 
have established an international norm and deterred future transgressions. Moreover, respons-
es would not have had to be constrained to cyberspace: threat of economic sanctions is what 
compelled the PRC to enter into the accord in the first place.[30] Failure of the explicit bargain 
was not due to any structural realities of cyberspace, but, rather, to “Cheap Talk;”[31] the un-
derlying potential payoffs for the PRC decision calculus ran counter to the explicit agreement. 
Xi had reason to convince Obama that it was in the PRC’s interests and intentions to respect 
IP, yet the PRC’s benefits from violating the agreement outweighed the prospective marginal 
cost, particularly if the prospect of US follow-through on the threat of sanctions diminished. As 
US enforcement of the agreement lagged,[32] the prospect of punishment diminished, and the 
calculus shifted in favor of IP-theft. Alternatively, the PRC may have perceived the prospective 
value of economic cooperation diminishing, given difficult trade negotiations throughout 2017-
2018.[33]  Either way, if actors are believed to be rational, trust in the agreement failed because 
interests were no longer aligned. The take away lesson should have been to enforce agree-
ments, not necessarily that new interactions[34] in cyberspace are required to develop norms. 
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WHY EXPLICIT BARGAINING IN CYBERSPACE IS NECESSARY 
These new interactions, in the form of tacit bargaining, have become embodied in DoD’s 

2018 Cyber Strategy as a way to contest malicious cyber activity. Countering “cyber cam-
paigns threatening U.S. military advantage by defending forward to intercept and halt cyber 
threats and by strengthening the cybersecurity of systems and networks that support DoD 
missions.”[35] As Fischerkeller and Harknett explain it:

By describing persistent engagement, operationally, as continuously engaging and contest-
ing adversaries and maneuvering for advantage below the threshold of armed conflict … it 
is reasonable to conclude that persistent engagement would support a strategic process 
of tacit bargaining adopted to develop mutual understandings with adversaries on accept-
able/unacceptable behavior in agreed competition.[36]

Notionally, then, U.S Cyber Command (USCYBERCOM) would engage and contest adversar-
ies conducting espionage in cyberspace for economic gain and thereby counter with conse-
quences this unacceptable behavior. However, tacit bargaining in foreign networks, absent 
explicit bargains, risks establishing stable yet undesirable normative behavior.[37] Instead of 
the “open, reliable, and secure” cyberspace envisioned by the US strategy, this risks leaving 
the US vulnerable to costly escalatory spirals. 

Escalatory Spirals

Escalatory spirals spawned by cyberspace actions have already occurred. Examples include 
Iran accelerating its cyber development and deployment following the attack on its uranium 
enrichment centrifuges (Stuxnet attack[38],[39]), and Russia’s claim that it was simply respond-
ing in kind through cyber means to the Panama papers release.[40] Predicated on whether cy-
berspace becomes truly offense-dominant or defense-dominant as the domain matures,[41] two 
types of escalatory spirals may occur in cyberspace:

1) A spiral that leads to a standoff with the potential to breach the limits of “competition 
short of armed conflict”[42]

2) A spiral that stabilizes as marginal costs eventually match marginal gains in a costly 
competition.[43]

In either case, at least in regards to IP-theft, both of these options are less desirable than a 
US-PRC agreement to reciprocate on IP protection and cooperate on combating the economic 
threat of cyber-crime which was the envisioned state of relations in the 2015 accord.

In lieu of an explicit agreement, consider if USCYBERCOM had engaged in tacit actions to 
punish and thereby compel the PRC to cease its IP-theft. US experience with economic sanc-
tions has proven the importance of focusing efforts on the appropriate targets and communi-
cate the desired behavior change.[44] As such, USCYBERCOM’s two likely targets would be
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1) Those who authorize and conduct state espionage in cyberspace, as well as the abetting 
network infrastructure (PRC cyberspace state espionage)

2) Those that receive and exploit the stolen IP (IP-theft recipients).

Targeting PRC cyberspace state espionage

While disrupting or degrading the PRC’s IP-theft enabling infrastructure is appealing, this 
approach is likely to be unhelpful for norm formation because the US is faced with a “Cheap 
Talk” dilemma of its own. This is because the US is motivated to disrupt or degrade this 
target for counterintelligence against espionage writ-large.[45] Even if explanatory commu-
nications accompany the counter-action and give IP-theft as the reason why it was imposed, 
there is no reason for the PRC to trust that these actions would end as the US benefits from 
the disruption. Furthermore, as the PRC would most likely not resume espionage from a 
network that is known to be compromised,  there is no value proposition for the PRC to have 
the US cease its disruption or degradation activities. This is the antithesis for driving desired 
behavior change since it is necessary that the adversary sees both the prospect and value 
in the punishment ending when the egregious IP-theft behavior ends.[46] Tacit bargaining in 
this situation exacerbates the trust dilemma, not alleviates it. Instead, the US incurs ongoing 
manpower and resource costs to defend forward in order to suppress IP-theft, and the US and 
PRC are embroiled in an escalatory spiral in pursuit of marginal advantages over each other. 
As such, tacit bargaining, even with explanatory communications, contributes little to the 
development of the desired norm.

If the US could effectively disable all PRC espionage, that would eliminate IP-theft, but 
that is unrealistic. Again, the Iranian response to Stuxnet shows that an escalatory spiral is 
invariably in the offing given the low barrier to entry into cyberspace.[47] Even DoD acknowl-
edges the futility of attempting to achieve total dominance.[48]

Targeting IP-theft recipients

Turning to the second set of targets, the IP-theft recipients, the US has followed “a two-pronged 
approach to combat economic espionage: (1) reducing theft by educating and training the pri-
vate sector how to improve security and safeguard secrets,[49] and (2) federally prosecuting 
offenders.”[50] This latter approach has yielded a mixed bag[51] with few convictions under the 
1996 Economic Espionage Act,[52] none involving cyber espionage. Considering that IP-theft 
continues to plague the US at enormous scale,[53] prosecuting offenders does not seem to have 
effectively stemmed or deterred cyber-enabled IP-theft, anecdotal arguments to the contrary 
notwithstanding.[54] Whether US actions targeting non-cyber actors, including the Department 
of Justice’s recently concluded China Initiative,[55] are successful at reducing espionage is 
outside the scope of this article.
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A potential third US option is to threaten US cyberspace retaliation against businesses  
that exploit stolen US IP. This is likely to have some deterrent effect on IP-theft recipients’  
behavior. Examples of such potential punitive actions abound, from denial-of-service attacks 
against network infrastructure to malware akin to NotPetya[56] or high-profile ransomware 
attacks.[57] However, without an explicit bargain, these actions invite tit-for-tat reciprocal 
responses against US economic targets. Even if we assume that attribution for these actions 
makes them discernible from the background noise of cybercrime, without an explicit bar-
gain, any US claim to legitimacy for its tacit actions is severely weakened, especially con-
sidering these actions would be conducted on foreign networks outside of US sovereignty. 
This greatly diminishes the value to normative behavior formation and lowers the barrier for 
retaliatory PRC action. Absent the explicit agreement, the PRC can simply claim the US vio-
lated their sovereign networks and reciprocate in kind. As such, prosecuting this target set 
with tacit actions in cyberspace also carries the potential for an escalatory spiral, not unlike 
the current US-PRC trade-war. The solution must include consideration for PRC domestic 
enforcement, which manifests in the prospect for cooperation discussed later herein. 

Prospect of Punishment and Retaliation

 Tacit bargains without explicit bargains risk escalatory spirals; explicit bargains need to 
be enforced. Had USCYBERCOM and other US agencies acted in defense of the 2015 U.S.–
China Cyber Agreement by imposing punitive actions in response to PRC transgressions, 
this punishment would have helped to deter future transgressions.[58] Even Fischerkeller 
and Harknett support the dual importance of explicit and tacit bargains when they advocate 
for “an aligned application of them to the strategic realities the United States faces.”[59] They 
write further: 

The success of a strategic framework for constructing cyber norms grounded in per-
sistent engagement and tacit bargaining will depend, in part, on how well states commu-
nicate their national interests in cyberspace. Behavioral convergence around definable 
limitations is how sustainable cyber norms can be constructed.[60]

Those communicated defined limitations are the basis for explicit bargains, which confer 
legitimacy on retaliatory action; the prospect of retaliatory action and ensuing escalatory 
spirals supports behavioral convergence. This is where we see the convergence of explicit 
and tacit bargains. Even in the relatively benign costly competition scenario, the level of 
competition tacit bargaining will spawn will always be less desirable than a cyberspace 
characterized by cooperation. The US’s failure to respond to PRC violations unfortunately, 
but predictably, emboldened PRC exploitation. However, while it becomes evident that ex-
plicit bargains and tacit enforcement are both necessary, this argument also leads to another 
question in the shadow of a potential escalatory spiral: what happens if the PRC reciprocates 
in kind against punishment, despite an explicit bargain? This question highlights the impor-
tance of the prospect of cooperation.
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WHY CULTIVATING TRUE COOPERATION IS KEY
Criminal, non-state sponsored, activity withstanding, why would the PRC choose to violate 

an explicit bargain in the face of a credible threat of retaliation? Assuming a rational actor, it 
would be simply because the prospective marginal gains still outweigh the prospective mar-
ginal costs. Though explicit bargains set the conditions for avoiding escalatory spirals, there 
must exist a viable and mutually beneficial solution which is attainable through the prospect of 
cooperation. Otherwise, both sides would be resigned to a future of escalatory standoffs or cost-
ly competition. Notably, this is where the dynamics of counter-intelligence and norm develop-
ment diverge. Namely, espionage and counterintelligence have no other prospective solutions 
outside of tacit bargaining, absent the possibility of an  intelligence-sharing treaty like the Unit-
ed Kingdom – United States of America Agreement (UKUSA), also known as the “Five Eyes.” 
Without such agreements, practitioners typically accept costly competition and retrospectively 
define the boundaries of acceptable action by triggering escalatory standoffs. Whether the So-
larWinds hack is such a trigger or just becomes another aspect of costly competition remains 
to be seen. Either way, on norm development, it may be easier to build cooperation on economic 
issues as the market may have already provided the prospect for such regarding IP-theft.

In his seminal work, The Evolution of Cooperation, Robert Axelrod notes that the prospect of  
continued engagement enables cooperation to develop; inversely, a perception that the PRC 
or US would soon collapse undermines motivation for either party to cooperate. Instead, each 
would simply exploit the other for as much as it can steal from the other before the game ends. 
Assuming neither party is on the verge of collapse, in an environment in which continuous 
engagement is to be expected, for a strategy to be collectively stable—that is, able to resist the 
invasion of competing strategies—the strategy must offer a higher rate of return than a compet-
ing strategy. In other words, an international normative behavior must essentially be self-rein-
forcing. This requires two sequential conditions:

1) The reciprocal benefits of IP protections must be more beneficial amongst cooperating 
parties, e.g. the like-minded nations in the G-20, than for them to participate in IP-theft 
against each other

2) For (1) to be true, those who protect and respect IP must be prepared to retaliate collec-
tively against those that adopt IP-theft, to deny, reduce, or otherwise render prohibitively 
costly the stolen IP.[61] 

In essence, retaliation for violations of an international norm should be multilateral. Not only 
would a multilateral effort relieve the US of solely bearing the costs of enforcement, multilat-
eral condemnation of IP-theft would provide even greater legitimacy to any punitive actions 
inside or outside cyberspace, raising the credibility and scope of potential punishment for 
violations while constraining the PRC’s freedom of action to retaliate in kind.

While effective retaliation may deter future transgressions, the ability to return to a mutually 
cooperative state is as important.[62] Pundits may argue that communicating on such intentions 
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is impossible due to issues of trust, but the economic market for justice may well have already 
provided the tacit evidence necessary to move nations and other entities towards a cooperative 
cyberspace and away from IP-theft. As Fareed Zakaria put it,

That China engages in rampant theft of intellectual property is a widely accepted fact—ex-
cept among U.S. companies doing business in China. In a recent survey of such compa-
nies conducted by the U.S.-China Business Council, intellectual property protection ranked 
sixth on a list of pressing concerns, down from number two in 2014. …Why this shift from 
2014? That year, China created its first specialized courts to handle intellectual proper-
ty cases. In 2015, foreign plaintiffs brought 63 cases in the Beijing Intellectual Property 
Court. The court ruled for the foreign firms in all 63.[63]

Since then, the IP caseload has grown rapidly. “In 2018 alone, Chinese courts received 
301,278 new IP cases in the first instance, of which 287,795 were concluded. These figures 
represent an increase of 41 percent and 42 percent respectively compared to those for 2017.”[64] 
These include cases involving myriad American, Chinese, and other international companies.[65] 
Interestingly, ~79% of the cases brought before the court were purely PRC domestic cases,[66]

with the remainder having foreign interests represented. In those latter cases, the court ruled 
in civil cases ~68% of the time in favor of foreign interests over domestic parties.[67] 

Historical evidence points towards potential cooperation on intellectual property rights as well. 
As Yukon Huang and Jeremy Smith from the Carnegie Endowment for International Peace argue,

In terms of outright theft of IP, China’s infractions are anything but unique: It is just one of 
36 violators listed in the 2019 Special 301 Report by the Office of the U.S. Trade Repre-
sentative (USTR). Historically, rapidly growing emerging market economies tend to be cited 
as they transition to higher income levels. For example, decades ago Japan, South Korea, 
and Taiwan were each perennial Section 301 violators until they reached a per capita GDP 
of about $20,000-$25,000.[68]

Given the PRC’s per capita GDP is roughly $17,000 as of 2020,[69] this hypothesis will likely be 
tested in the near future. 

Others are less optimistic about China’s IP-theft, noting that the US Trade Representative 
cites numerous cases and complaints in the office’s 2018 report on PRC IP-theft.[70] And Za-
karia does not consider that many affected US businesses may be unaware that they were 
victims of such theft.[71] However, Zakaria does highlight the convergence of PRC interests, US 
pressure, and desired normative behavior by stating that, 

reforms…are often undertaken only in the face of Western pressure and, even then, be-
cause they serve China’s own competitive interests—the largest filer of patents worldwide 
last year was the Chinese telecommunications giant Huawei. But it is also true that many 
Chinese economists and senior policymakers have argued that the country will modernize 
and grow its economy only if it pursues further reform.[72]
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While it may not be immediate, there certainly appears to be a prospect of cooperation that 
benefits both parties as the marginal gains from reciprocal IP protection outweigh the marginal 
gains from IP-theft as China’s economy matures.

Some claim that this was a fait accompli, that the Chinese economy was essentially able to 
mature because of the IP-theft over these past decades. This is perhaps true and it may have 
been a strategic failure of the US for not timely countering. However, it was not a failure of the 
US to envision an operational approach to cyberspace; tacit bargains without explicit bargains 
are unlikely to have been helpful; and tacit bargains in support of the explicit bargain, though 
some may have been potentially successful, would still run the risk of an escalatory spiral 
absent a perceived prospect of cooperation. Additionally, a multilateral effort to collaborate on 
punishing IP-theft and protecting the value of cybersecurity cooperation is still lacking. How 
to resolve the issues of retribution for past transgressions is beyond the scope of this article, 
which seeks to highlight the dynamics at play and explain why explicit bargains, the prospect 
of cooperation, and multilateral coordination outside of the cyberspace domain are important 
keys to developing international norms within cyberspace.

CONCLUSION
The US government has an absolute obligation to keep its citizenry safe and uphold security 

commitments to allies and partners, and this article should not be read to suggest otherwise, or 
that the US should not contest espionage or protect sensitive technology that supports US secu-
rity through military overmatch. However, in forming desired normative behavior, the focus is 
not the act of espionage itself, but the subsequent exploitation of the stolen IP. Tacit bargaining 
and actions alone are insufficient to develop this norm, and should be conducted in tandem 
with explicit bargains and a prospect of cooperation that is viable and desirable.

Following the 2015 U.S.–China Cyber Agreement, had USCYBERCOM imposed costs on 
PRC economic targets in response to transgressions, the explicit bargain might well have been 
saved through tacit enforcement, provided that prospective gains from cooperation and losses 
from a potential escalatory spiral were perceived as outweighing marginal gains from IP-theft. 
Given that the PRC is now exhibiting a willingness to retaliate against trade sanctions in a re-
ciprocal manner, unfettered tacit actions in cyberspace seem more likely than ever to trigger a 
retaliation rather than establish deterrence. This is evidenced by the PRC’s recent passage of 
its Anti-Foreign Sanctions Law which legalizes PRC retaliation against companies complying 
with US and EU sanctions.[73] Perhaps the most compelling, and ironic, example against the 
standalone use of tacit bargaining in cyberspace is the PRC actions following the 2015 accord. 
US officials were left befuddled as to why the PRC decided to renege on its commitments[74] and 
PRC actions have clearly provoked further US escalatory responses, leading to an escalatory 
spiral in the tit-for-tat trade war. Whether the trade war results in a stable costly competition 
centered on reciprocal tariffs, an escalatory standoff threatening military action, or a return to 
the liberalization of trade remains to be seen.
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In addition to the appointments of the Deputy National Security Advisor for Cybersecurity 
to the National Security Council, the National Cyber Director, and the Director for CISA, the 
Department of State recently established the Bureau of Cyberspace and Digital Policy (CDP) 
to lead US government diplomatic efforts on: (1) International cybersecurity focusing on 
deterrence, negotiations and capacity building, (2) International digital policy for internet 
governance and trust in global telecom systems, and (3) Digital freedom in regards to human 
rights and engagement between the private sector and society.[75] This raises the prospect 
for coordinating a multilateral approach to dealing with IP-theft. As Axelrod’s analysis sug-
gests, all cooperating entities on a norm should retaliate against violators in support of 
collective stability.[76] Regarding IP-theft, as Richard McGregor writes, traditional US allies 
and partners like Europe, Australia, and Japan are eager to work more closely with the US 
on China trade policy.[77] The opportunity may be at hand, through multilateral collaboration, 
to enhance the legitimacy of any punitive actions for IP-theft while constraining the PRC’s 
freedom of action for retaliatory actions in kind. This is particularly pertinent given that the 
PRC already has standing explicit agreements on IP-theft with G-20 countries.

Rather than limiting itself to cyberspace alone, the US should also leverage tools and levers 
across the US government to change expected value propositions for PRC actions; a whole 
of government approach. Clearly, actions outside the cyberspace domain influence actions 
within it: note again that it was the prospect of economic sanctions that motivated the PRC to 
enter into the 2015 Accord in the first place. Much work remains to be done on formulating 
US cyber policy and how the US chooses to align interests and actions in cyberspace. Howev-
er, we should hope that the prospect of cooperation remains viable, lest we resign ourselves 
to the constant risk of escalatory spirals. As the new US national cybersecurity leadership 
establishes themselves, the US has an opportunity to revisit explicit bargains and foster 
multilateral cooperation on tacit actions.   
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Thanks to technological advancements and global connectivity, the information 
environment continues to evolve as new information channels emerge. However, 
despite evolutions in the information environment, the role and nature of informa-
tion in people’s lives have not changed. Even with the advent of social media, the 

internet, and other technologies that have increased access to information, two principles 
remain the same. The first principle is that people seek information to reduce the uncer-
tainty associated with their perception of insufficient knowledge.[1] The second principle 
is that information processing is a social process.[2] These principles are explored within 
the context of timing to facilitate better effects from influence efforts that are sequenced 
and executed to maximize influence opportunities. The timing of target populations’ in-
formation-seeking and socialization represents a window of opportunity for influence. As 
information is socialized and accepted, the attribution of this information becomes part of 
a shared reality and storied identity.[3]

The importance of message timing is not new, but the discernment of a clear window to 
exploit for influence purposes is. The window for exploitation is the period during which 
information seeking and socialization occur following a crisis. This period is pertinent 
to all influence practitioners in their timing of messages from initial exposure through 
socialization. The window of opportunity is relevant for a range of influence activities that 
include mass, precision, and deception, regardless of the information channel. 

Within this window, if influence efforts can be connected to a plan, or a perceived solu-
tion to the event, the opportunity to leverage the focusing event for change increases. The 
golden hour rule in crisis response is intended to ensure people receive sufficient infor-
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mation and avoid turning to other sources or allowing 
rumors, disinformation, or misinformation to emerge. 
Delays in response can cause several issues, including 
loss of audience since they will likely turn to alternate 
sources. Amplifying the necessity for timely messag-
ing, as time passes, audience reach lessens, and rumors 
emerge that require practitioners to expend more re-
sources to overcome potential consequences of untime-
ly messaging. 

This research explores and discerns information 
processing durations for information seeking and so-
cializing. The research consisted of an analysis of two 
published case studies, a third original case study, and 
the analysis of aggregated data from all three case stud-
ies. Based on previous research, the first case study 
traces information-seeking through support for a pol-
icy change that demonstrates the importance of timely 
messaging.[4] The second case study expands the find-
ings of the first case study by examining the informa-
tion-seeking behaviors of three additional crises with 
daily variables for a more accurate depiction of those 
behaviors. The third case study, based on previous re-
search, examines the relationship of both information 
seeking and socialization behaviors in a crisis. The ex-
amination of the case studies in aggregate provides a 
holistic study of information processing behaviors after 
five crises, specifically illuminating the relationship 
and timing of information-seeking and socialization be-
haviors. It amplifies the salience of message timing in 
both information seeking and socialization. In addition 
to message timing, the study underscores that messag-
es should be tailored to support the specific informa-
tion processing window.

The framework of this study is from a communica-
tion perspective. It incorporates numerous theories, 
including uncertainty, the social construction of reality, 
crisis communication, and narrative. Uncertainty theo-
ries explain information processing during periods of 
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stress. Information processing is what determines how 
people understand the world around them. A storyline 
or narrative emerges as people understand an event 
and connect it to other events. Influence practitioners 
who provide relevant information when and where the 
populace is seeking and socializing that information 
will more effectively influence how they view the world 
and subsequently perceive similar events in the future. 
In order to influence perceptions and behaviors, it is 
necessary to participate in the conversation as it takes 
place during both seeking and socialization.

Walter Fisher posited the third narrative paradigm, 
how a narrative is a rhetorical tool.[5] As people ac-
cept information that explains events around them, 
it shapes their understanding and the construction of 
their reality if the story rings true and holds together.[6] 
Stories subsume logic and reason and are judged on nar-
rative rationality, including coherence and fidelity.[7] 
As a community socializes what an event means, a 
consensus will be reached. This consensus and the 
corresponding accepted meaning of the event then be-
comes a storied part of the community. 

The challenge remains for influence practitioners to 
have a story accepted over other stories competing to 
explain the same event that supports their influence 
efforts. Messaging during information processing win-
dows of opportunity increases the probability of an event 
being connected to themes supporting a narrative.

Literature Review

Influence opportunities center on focusing events, 
which are sudden, relatively uncommon events that 
garner the interest and attention of the population.[8] 
Focusing events present opportunities for precisely in-
fluencing and deceiving the masses. Focusing events 
produce uncertainty that spurs information process-
ing. A brief review of current literature includes crisis, 
uncertainty, social construction of reality, and narrative 
theories to provide a framework for this study. 
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Crisis

A crisis is an unexpected, non-routine event or series of events that create high levels of 
uncertainty and a significant perceived or actual threat to goals such as obtaining education, 
acquiring wealth, or even maintaining family traditions.[9] Crises cause people to behave dif-
ferently than they normally would.[10] They come in many forms, such as natural disasters, 
manufactured disasters, terrorist attacks, organizational catastrophes, or economic crises. 
The type of crisis may characterize the level of uncertainty the population is facing. The 
greater the number of people who experience high levels of uncertainty caused by a crisis, 
the more people there are to potentially seek information. It is then that people are more 
susceptible to malicious, adversarial, or even friendly influence efforts that can lead to be-
havioral and social change. 

Crises cause uncertainty by creating an information void that is left to be filled by some-
one, somehow.[11] Uncertainty is stress, anxiety, discomfort, or a perceived threat that dis-
orients one’s abilities to properly appraise the situation and maintain a state or sense of 
rational order due to limited knowledge.[12] The information void caused by the crisis results 
in uncertainty as people seek to determine what the crisis means. Uncertainty causes people 
to ask questions about the event and how they view the world.

Focusing Event

A focusing event is a catalyst for information seeking and socialization. Thomas Birkland 
considered a focusing event as an expansion of the definition of a crisis with additional cri-
teria of concentrated harm in a community of interest and known simultaneously to both the 
public and the government.[13] Another aspect of Birkland’s criteria is that a focusing event 
is relatively uncommon. It would be possible for a commonly occurring crisis to no longer be 
considered a focusing event as people would be desensitized to it.[14] 

Focusing events are tied to issue attention cycles and policy change.[15] Focusing events 
often shift attention to the media and unattended or under-attended issues.[16] Increased cov-
erage following a focusing event elevates issue enthusiasm, which results in agenda space 
for related issues.[17], [18] After such focusing events, people are looking for a plan of action and 
turn to relevant media or social structures to learn about plans.

Focusing events can result in identifying new problems or increasing the salience of a dor-
mant issue, leading to possible solutions, especially when a crisis results from a perceived 
policy failure.[19] The process of linking focusing events to issues is done to frame the event to 
support an agenda.[20] Issue advocates may take advantage of the situation to redefine the is-
sues connected with the event, aiding or exploiting the media in framing the event to current 
failures and calls for action.[21] In Nigeria, during significant drops in oil prices between 2011 
and 2014, adversarial non-state actors framed the reduction in oil revenue distributions 
to the history of corruption when it was really the result of a drastic drop in oil prices.[22] 
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Even though it was not true, it seemed feasible given the perceived history of corruption; 
therefore, many in the population believed it. 

Birkland and Schattschneider found that group efforts are essential for policy change as 
they increase the likelihood of more influential participants entering into a policy change 
discussion.[23],[24] Schattschneider considered group participation a form of pressure or intim-
idation using “something other than reason and information to induce public authorities to 
act against their own best judgment.”[25] Pro-change groups use media-generated symbols of 
a focusing event to dramatize and evidence a need for change.[26] A focusing event can shift 
the balance on an issue, especially when the issue advocates are well organized.[27] Orga-
nizations and social structures have policy agendas that shape how they communicate to 
the public and interact with media to maximize the opportunity a focusing event provides. 
Focusing events provide a “window of opportunity” for issue advocates to leverage curated 
messages and information channels for policy change. 

Information

Information plays a significant role in addressing uncertainty. Numerous theories pro-
vide insights into understanding human nature and explain corresponding opportunities for 
influence. Uncertainty theories explain information-seeking behaviors intended to reduce 
stress and cognitively process uncertainty. Uncertainty presents when there is a perception 
of insufficient knowledge. Therefore, uncertainty can be reduced by ingesting information 
about the cause of uncertainty.[28] Knowledge and information allow people to develop mean-
ing and understand an event as long as the information creates a sense of coherence.[29] A 
challenge is that there are many sources of information, and if the information is inadequate, 
the resulting void may be co-opted.[30] It is important to note that people are not simply look-
ing for information but a story to manage cognitive and emotional demands.[31] Information 
alone can be insufficient to reduce uncertainty.[32] The significance of information and its role 
in reducing uncertainty drives people to employ information seeking strategies to meet their 
cognitive and emotional demands.   

People often refer to what they consider to be previous, similar events to help make sense 
of and understand what current events mean. This behavior includes information seeking of 
similar, previous events as information about the current event may not initially be available. 
People look for information relevant to them that tells a story and provides understanding 
and meaning to the event related to their lives.[33] If the story coherently explains the event, 
aligning with their prior understanding and experiences, then that explanation will likely be 
accepted for socialization—collective information processing. People take different approach-
es to obtain information with four strategies that govern information-seeking behaviors.

Information-Seeking Strategies and Behavior

The theory of motivated information management considers individual motivation to seek 
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or avoid information that the individual deems important, resulting in action to adjust un-
certainty.[34] Uncertainty motivates people to communicate by weighing outcome rewards 
and costs.[35] Motivation drives people’s communication behavior.[36] Assessing reward versus 
cost influences the strategy selection, which in turn impacts behavior. Uncertainty alters 
people’s plans, and when plans fail, people alter their approach in ways that require the least 
cognitive effort.[37] 

There are four information-seeking strategies: passive, active, interactive, and avoidance. In-
formation-seeking behavior manifests information-seeking strategies, which are actions to ob-
tain more information or inactions to avoid information. A passive strategy includes behaviors 
that involve observations about the uncertainty-causing event to gain insight but not seeking 
out information. An active strategy includes behaviors that involve taking action to seek infor-
mation, whether through traditional media or social networks. Interactive information-seeking 
includes behaviors that involve communication with others, especially with subject-matter ex-
perts who are likely the information source, such as a medical doctor, when a patient wants 
to learn the result of a blood test. Information avoidance is a deliberate effort not to encounter 
information related to the cause of uncertainty, often due to fear of what the information could 
be and the potential of greater uncertainty. 

In this research, the case studies for information-seeking include only active and interactive 
information-seeking behaviors. The case study on information-socialization includes interac-
tive, active, and passive information-seeking behaviors. Information socialization allows the 
information sought from one’s social network to reach passive information seekers and poten-
tially influence their attitudes and behaviors. 

Information Socialization

Information gathering is a social process.[38] Interaction and communication about the in-
formation is a process of creating shared meaning between people, groups, and communi-
ties.[39] People engage in collaborative information-seeking to resolve a shared information 
need.[40] When people are confronted with stress and uncertainty, they seek support from 
social structures and processes they built.[41] These social structures include family, friends, 
social networks, religious institutions and communities, and government. People emotional-
ly crave assurance through dyadic coping to find support, additional information, tools, and 
keys to decode reality.[42]

As people engage with other people, they engage in coping and coordinated problem solving 
with the available information.[43] As people engage, they experience a sense of clarity and 
certainty from identifying with a collective.[44] The structures and social networks people seek 
support from become a filter of information, providing the information deemed necessary and 
suited to their perspective. The result is that the collective network shares a common lens to 
interpret and appraise uncertainty based on shared values and beliefs. The socialization period 
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increases people’s susceptibility to new ideas, misinformation, deception, disinformation, and 
other influence efforts. The information has already passed through one filter to make it to the 
socialization stage. The information will be judged based on who presented the information to 
the social group. 

Social Construction of Reality

A common lens and shared sense of reality is the result of the construction of human knowl-
edge through social interaction, as posited by Peter Berger and Thomas Luckmann.[45] Social 
construction of reality explores how meaning develops with others. Each group develops 
meaning and understanding of the world particular to them. The theory of constructionism 
is how people interact and develop the meaning of events or a social reality. The social reality 
formulates an interpretative schema for future, similar events. Understanding an audience’s 
interpretative schemes and categorization of previous events can shape persuasive efforts by 
building on those schemes to influence the interpretation of future events. The ability to in-
fluence this approach is from Walter Fisher’s Third Narrative Paradigm. Using a narrative as 
a rhetorical tool, a storied approach of unfolding events provides the needed explanation and 
meaning. If the narrative is persuasive and socialized, it can inform the construction of human 
knowledge through social interaction. 

A narrative used for persuasive efforts is driven by events, similar events that build a sto-
ryline and plot that supports the need for and propels change. A consistent explanation of 
multiple events within a storyline, a series of events, results in narrative rationality. Narrative 
rationality is the coherence and fidelity of a narrative—the extent a story hangs together and 
rings true.[46] It is how the media and news guide people in understanding their world. The nar-
rative can be a powerfully persuasive tool if it can reach its intended audience and be accepted 
by their social network during socialization. The story is the primary mode of deception. It can 
also aid in persuading people to take actions aligned with a narrative by amplifying issues and 
events related to a theme and providing a plan of action. 

The narrative as a rhetorical tool is powerful, but it needs to engage people during the win-
dows of opportunity. Three case studies are explored to understand the windows of opportunity 
and the duration people engage in active and interactive information seeking.

Case Study 1: A Window of Opportunity for Information Seeking

The crisis opportunity model (COM) examined the relationship between a crisis, its media 
coverage, how media sources covered the crisis and public opinion on issues connected to the 
crisis.[47] The study also examined people’s information-seeking tendency following a crisis to 
fulfill their need for orientation. The crisis in this study was the Sandy Hook school shooting. 
The study found that people ask questions and seek information for about two weeks, con-
firming the two-week window in another study that examined behavior following the Septem-
ber 11th, 2001 terrorist attack.[48] The COM study collected and examined the variables every 
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week. The study resulted in a model that identified significant relationships between people’s 
information seeking, media coverage of a crisis, and changes in support for policy change. 

Information-seeking provided the path to change. The media amplified the need for change 
by including coverage of previous shootings as evidence. The study found significant relation-
ships between the media coverage of the crisis with references to previous events and support 
for change with one exception. The shooting in Tucson, Arizona, did not result in a significant 
relationship with support for change. Upon further examination, the Tucson media coverage 
began a full month after the Sandy Hook shooting, while the media coverage of other previous 
shootings occurred within the initial two weeks following the crisis. This case study provided 
evidence that messaging within the window of opportunity influenced public opinion, and cov-
erage after this time did not. The study’s implications indicate that the Tucson media coverage 
was outside the information socialization period. The data structure limited the sensitivity to 
weekly periods; it lacked the sensitivity to define the number of days a window of opportunity 
exists. Additionally, it was limited to a single case study.

Case Study 2: A Refined Window of Opportunity for Information Seeking 

The first case study found that media coverage of a previous event outside the window of 
opportunity did not significantly influence gun control support. This second case study posits 
that to influence change, information must fall within the three days following a crisis while 
people are actively and interactively seeking information. The second case study builds on the 
first case study by examining information-seeking behaviors based on Google Trends data that 
represents Google search intensity per day on a scale of 0-100. In addition to examining the 
duration of information-seeking, this case study examined three crises: the Boston Marathon 
bombing, the 2015 Paris attack, and Hurricane Matthew in 2016. Figure 1 reflects the informa-
tion-seeking intensity resulting from Google searches, as reported by Google Trends. 

Figure 1. Crises Google Trends Data
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The first two crises, the Boston bombing and the Paris attack, examine a similar type of cri-
sis to see if there was any difference based on location. The third crisis, a hurricane, provided 
a different type of crisis to compare. The fourth crisis from the first case study provided an-
other type of crisis to identify potential relationships. The information-seeking correlations 
between the crises were all significant.

Table 1. Correlations of Crises Google Trends Data

Variable Hurricane Matthew Boston Bombing Paris Attack Sandy Hook

Hurricane Matthew  
   Pearson r — .69*    .70*   .71*
   P — .039  .035  .033

Boston Bombing
   Pearson r  .70* —  .99*  .93*
   P .039 —  .000  .000
Paris Attack  
   Pearson r   .70* .99* —    .91*
   P .035 .000 —  .001
Sandy Hook
   Pearson r   .71* .93*    .91* —
   P .033 .000 .001 —

The result was a more refined period of information seeking from two weeks in the crisis 
opportunity model to three days, including the day of the crisis. When people are informa-
tion-seeking, they have an increased susceptibility to information, including deception and 
disinformation[49] The day following the crisis would likely be most beneficial for message 
timing effectiveness. Whether the goal is to persuade or deceive a person, exposing the 
target population to the information during the first three days is essential. The sooner the 
exposure, the better as other information may fill the information void and terminate the 
need for orientation- and information-seeking behaviors. This research further refined the 
duration of active information-seeking behaviors identified in the first case study. 

The information obtained in the information-seeking window of opportunity is then so-
cialized. Information socialization is the second stage, and while influence can occur from 
the first window of opportunity, information is a social process that can produce longer term 
persuasive effects. Socialization of shared information increases its reach to passive infor-
mation-seekers. 

Case Study 3: A Window of Opportunity for Information Socializing

During the information socialization stage, information is shared with the person’s net-
work for evaluation. Socializing information is an important step in people processing  
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uncertainty and accepting the information.[50] People seek information and bring it back 
to their social networks as a form of dyadic coping to aid in processing the information to 
understand the crisis and what it means.[51] People often socialize information as part of dy-
adic coping to confirm the information and news articles they consume.[52] Socialization can 
happen in discussions, social media, and community engagements and events. The timing 
of socialization peaks about three days after the event and then drastically reduces based on 
a study by Ney.[53] The study examined a Twitter data set for a couple of weeks following a 
tornado in Joplin, MO, using common keywords to the crisis. The estimated volume of tweets 
was the highest three days after the tornado, with nearly 220,000 tweets. Day four was 
second, with nearly 90,000 tweets. Day two was the third highest with about 50,000 tweets, 
then day five with 45,000 tweets. By day nine, tweets were at around 25,000 a day. This is an 
indicator of the duration of the window of information socialization.

Relationship Between Case Studies

The majority of information-seeking comes the day after the crisis, and the majority of 
socializing information occurs on the third day after the crisis. In the chart below, the simi-
larities between each crisis are evident. Additionally, the Twitter volume was overlaid on the 
chart, with the volume ranging from 25,000 to 220,000 tweets a day.

Figure 2. Crises Google Trends Data with Twitter Volume Overlaid

 With one exception, the information-seeking between crises correlated with significant 
relationships (p<.05, r= .693-.986). A significant relationship was not found between the 
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tornado and hurricane. The tornado twitter volume correlated with the information-seeking 
(p<.01, r=.880). The twitter volume data was adjusted by two days to determine information 
seeking’s influence on information-socialization. The influence of information-seeking on 
information socialization amplifies the significance of messaging during the initial window 
of opportunity. Examining the context of the socialized information can yield insights into 
the messaging’s effectiveness during the information-seeking window of opportunity. Each 
case study amplifies the importance of timing, a limited opportunity due to the uncertainty 
caused by a focusing event.

Discussion

The two stages of information-seeking and socialization mainly occur over five days. Event-
based messaging associated with a narrative approach could demonstrate the effectiveness 
of the two windows of opportunity by initially determining that the message is received 
during the first window and then socialized, indicating the initial message was received and 
considered coherent. Subsequent messages designed explicitly for information-socialization 
offer opportunities to expand the reach to passive information seekers. 

In a complex information environment, numerous groups or actors may attempt to fill the 
information void supporting a narrative. The importance of information processing should 
reflect in messaging approaches to increase messaging efficiency and effectiveness during 
the short windows of opportunity. During the information-seeking stage, messages about the 
focusing event provide meaning and open dialogue about the event and related issues. Fur-
thermore, if measures of effectiveness are focused on each window, it can help determine if 
the message was received, accepted, socialized, and accepted by the social network. This pro-
vides a more nuanced understanding of the success of the messaging and influence effort.

Implications

The research on information processing informs how to more effectively and efficiently 
message following significant events that spur information seeking and socialization. The 
windows are consistent between variations in focusing events. The implications of the win-
dows relative to information processing span the range of influence activities from mass 
influence to precision, including deception efforts. To maximize messaging effectiveness 
during those windows, messaging and counter-messaging approaches must be developed 
well before the crisis or focusing event. 

With an overarching narrative established, the planned delivery of the story must include 
numerous complementary messaging approaches to exploit broad and varied information 
channels, lines of persuasion, and types of messages. While some crises are not predictable, 
some have sufficient frequency to warrant deliberate planning in advance of a focusing event 
with products and messages drafted to ensure timely injection into the information environ-
ment during the appropriate windows. During the first window of opportunity, messaging 
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should focus on explaining the event within a historically consistent frame to support the de-
sired narrative that connects the event to corresponding themes. As the information social-
ization window begins, messages to social groups through social networking sites and key 
communicators can accelerate socialization and increase acceptance. The distinct windows 
of opportunity should also guide message placement and design. The message, the medium, 
and the timing matter for each window of opportunity: the message development and design 
process should capture the nuances of each to ensure more deliberate, compelling messages.

Limitations and Future Studies

Future studies could further examine the similarities between crises and information-seek-
ing and socialization. This study was limited and did not include social media data of the 
other four crises presented. A study that traces a single event through both windows of 
opportunities change in attitudes and support for an issue is warranted and would further 
amplify the implications.

CONCLUSION
Information processing following a focusing event presents a unique opportunity to influ-

ence. Influence efforts should occur in a short window of time as there are only five days for 
information processing stages, seeking and socialization. The concept of timely messaging 
is not new. This research provides a more nuanced understanding of what timely means and 
establishes that the two windows of opportunity exist. The challenge to fill the information 
void during this time requires identifying the correct information channels and framing 
the information most favorable to given objectives that remain meaningful and relevant to 
the target audience. The inability to fill the information void leaves the interpretation of 
significant events to others, including those who seek to exploit crises to achieve nefarious 
or alternative goals.  
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HOW CHINA’S CYBER OPERATIONS DURING THE COVID-19 PANDEMIC WORSENED 
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INTRODUCTION

COVID-19 has underscored the shortcomings of the US government’s (USG) ap-
proach to disinformation. Throughout the pandemic, adversary nations attacked 
both foreign perceptions of the US abroad as well as Americans’ confidence in 
their own institutions. The US failed to execute a robust and coherent response 

against these spurious narratives. This article will review the federal government’s actions 
with a particular focus on the Global Engagement Center (GEC), the agency nominally 
tasked to coordinate the federal government’s response to foreign disinformation. 

The US Retools After the Russian Influence Campaign

The USG’s current approach to disinformation evolved in response to recent foreign 
overtures. In 2016, the Russian government directed an influence campaign to sway the 
outcome of the US presidential election and to “undermine public faith in the US dem-
ocratic process.”[1] Under Kremlin direction, Russia’s Internet Research Agency created 
online personas and inauthentic social media accounts to exacerbate a polarized American 
electorate. After the Russian interference campaign became public, the USG reorganized 
its fight against disinformation.  

After the election in December 2016, Congress established the Global Engagement Cen-
ter (GEC) “to lead, synchronize, and coordinate the USG’s response to foreign state and 
non-state propaganda.”[2] Congress further tasked GEC with coordinating with allies and 
partner nations, identifying which populations are the most susceptible to disinformation, 
analyzing current and emerging trends, and disseminating fact-based narratives to count-
er propaganda.[3] To foster interagency cooperation with the GEC, Congress authorized 
government agencies to detail their employees to the new agency. 
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Congress organized this agency under the State Depart-
ment because of the latter’s traditional roles in official com-
munication and foreign engagement.[4] In fact, the GEC is 
the latest iteration of a series of State Department agencies 
dedicated to countering foreign influence. The GEC itself 
replaced the Center for Strategic Counterterrorism Com-
munications, which had replaced the Global Strategic Cen-
ter, which replaced the Counterterrorism Communication 
Center.[5] However, these predecessor agencies focused 
on countering influence campaigns by violent extremist 
groups, such as ISIS. In the aftermath of the 2016 presi-
dential election, GEC took on the much broader mission of 
leading the USG’s fight against all disinformation.[6] 

Despite the expansive congressional mandate, the 
GEC retreated towards a supporting role. “If I could real-
ly use one word to characterize the whole philosophical 
approach of the Global Engagement Center, it's partner-
ships,”[7] stated Daniel Kimmage, principal deputy coor-
dinator at the GEC.[8] Mr. Kimmage explained that this 
approach is driven by the assumption that the USG is of-
ten “not the most effective communicator with most au-
diences.” Instead, the agency focuses on identifying and 
supporting other organizations that are on the front line 
of disinformation. To support partner groups, the GEC 
distributes grants to local news agencies and civil soci-
ety groups[9] and maintains an online platform—Disinfo 
Cloud—where groups can showcase their tools for fight-
ing disinformation.[10] 

The problem with the GEC’s approach is that it is 
ill-suited for disinformation intended for American 
audiences. Instead, the GEC’s approach seems to be 
a holdover from its predecessor agencies, which fo-
cused on countering ISIS propaganda.[11] The differ-
ence between the two types belies the GEC’s principal 
assumption. To recruit new members, ISIS targeted 
Muslims, most of whom were not American.[12] From 
the perspective of a foreign audience, the USG was 
“not the most effective communicator.”[13] Therefore, it 
made sense to let other entities and partners take the 
lead role against terrorist propaganda. 
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However, the GEC’s assumption does not hold when the target audience is American. As the 
Senate Select Committee noted in its report, the operational focus of the 2016 Russian influ-
ence campaign was to “push Americans further away from one another, and foment distrust in 
government institutions.”[14] The target audience for that influence campaign was the Ameri-
can people at large, not foreign nationals. And from the perspective of the domestic audience, 
the federal government would be a more effective communicator than civil groups. In this 
context, it is mistake for the GEC to remain quiet.  

The COVID Infodemic

The coronavirus ignited a global pandemic that has infected tens of millions and killed over 
one million people. It also sparked what the World Health Organization (WHO) labelled an 
“infodemic,” a surfeit of lies and half-truths that undermine the public health response.[15] 
Like the COVID-19 virus, the infodemic has also infected millions of people and has cost lives. 

COVID-19 has provided an ideal accelerant for disinformation. First, it is novel. Most people 
are unacquainted with the family of coronaviruses. Unlike maladies that have afflicted humani-
ty for millennia, human coronaviruses were not identified until the 1960s.[16] Even experts have 
struggled to understand the new virus and its transmission vectors. From the outbreak, the 
public received conflicting and changing messages on the risks and the prophylactics of the 
virus. Second, the virus has inspired strong emotional reactions. It is lethal. As a new disease 
that threatens millions of people, it inspires anxiety.[17] News media showed images of patients 
on ventilators, overflowing hospitals, and numerous siren-blaring vehicles in lockdown cities. 
In sum, people fear the unknown and they fear death. These powerful emotional responses are 
a fertile environment for disinformation to flourish—and flourish it did. 

The Empirical Studies of Conflict Project identified over 3,500 incidents of coronavirus-re-
lated disinformation.[18] There are hoaxes, scams, and fraudulent claims that coconut water, 
Clorox, breast milk, and vodka prevent or cure the disease. Many of these are perpetuated by 
charlatans and quacks; others are spread by leaders stoking ethnic or racial tension. Political 
leaders exploited the pandemic to continue their policies of blaming political opponents and 
ethnic minorities as a means of distracting from their own failures.[19] 

Authoritarian governments also spewed disinformation. They did so in an effort to preserve 
their own power, curtail US and other Western influence, and erode confidence in democracy 
as a form of government.[20] Russia has engaged in disinformation campaigns targeting West-
ern audiences to undermine trust in public health institutions.[21] Russia aims to “erode trust 
in institutions, such as host governments and traditional media, often by proliferating multiple 
false narratives.”[22] Iran blames Israel and the US for creating the virus.[23] In a notable devel-
opment, Chinese actors have begun to adopt Russian smear tactics, namely employing trolls 
and fake social media accounts to disseminate their message.[24] According to the GEC report, 
China, Russia, and Iran influence campaigns now echo one another.[25] Their common theme 
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is that the US shoulders responsibility for the pandemic because the disease originated as an 
American biological weapon. 

GEC’s Leadership of the Government Response

GEC’s actions during the pandemic have not measured up to the magnitude of the problem or 
the weight of GEC’s responsibilities. For an entity responsible for coordinating USG’s response 
to disinformation, the GEC has been strangely anonymous and has no social media presence. 
Without a Twitter or Facebook account, it relies on other government agencies to tweet out 
links to its reports.[26] The GEC’s reticence stands in contrast to the Cybersecurity and Infra-
structure Security Agency (CISA), which posts regularly to its Twitter, Facebook, LinkedIn, and 
YouTube accounts. CISA, a Department of Homeland Security component, aggressively used 
its social media accounts to counter disinformation during the 2020 presidential elections. 

GEC has also been reluctant to share its expertise publicly. In February 2020, the Center 
identified a Russian disinformation campaign that involved thousands of social media accounts 
disseminating over two million tweets in multiple languages.[27] Allegedly, this campaign at-
tributed the coronavirus to a diabolic ploy of American philanthropists, but GEC never released 
its report or otherwise shared its findings.[28] Silence in the fight against disinformation, is not 
a virtue. The global pandemic was an opportunity for the GEC to step up and warn the Ameri-
can people about ongoing foreign influence campaigns, but it failed to do so. 

Other federal agencies have stepped in to counter the infodemic. The CISA created a 
COVID-19 Disinformation Toolkit to help state, local, and tribal governments combat disin-
formation.[29] The National Security Agency warned about foreign adversaries spreading dis-
information online.[30] The Federal Bureau of Investigation (FBI) warned of coronavirus-re-
lated scams[31] and Chinese network intrusions against COVID-19 research organizations.[32] 
The Centers for Disease Control and Prevention (CDC) cautioned about coronavirus-related 
misinformation.[33] The Federal Emergency Management Agency (FEMA) established a Corona-
virus Rumor Control website to provide authoritative information.[34] As other federal agencies 
reached out to the American people directly, the GEC seems to prefer to look inward towards 
its agency partners.

Experts who study disinformation recommend a bevy of solutions to stop disinformation, the 
most relevant to this article is the need for a whole of government approach.[35] This approach 
accepts the reality that no single agency can do it alone: “No single department or agency pos-
sesses the clout, expertise, or resources to make things happen across the USG on the scale 
needed to counter Russian disinformation.”[36] Each federal agency has its own unique tools. 
For instance, Department of Defense (DoD) can disrupt botnet armies that disseminate misin-
formation, which is what U.S. Cyber Command (USCYBERCOM) did during the 2020 election 
season.[37] The Department of Justice (DOJ) is empowered to prosecute those who spread disin-
formation on behalf of foreign governments under the Foreign Agent Registration Act, which it 
did against the Internet Research Agency for its role in the 2016 elections.[38]
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Déjà Vu All Over Again

In 2019, just as the coronavirus pandemic was beginning, Congress created another center 
dedicated to fighting disinformation.[39] This time, Congress directed the Office of the Director 
of National Intelligence (ODNI) to create a Foreign Malign Influence Response Center (FMIRC). 
This new center will “serve as the primary organization in the United States Government for 
analyzing and integrating all intelligence possessed or acquired by the United States Govern-
ment pertaining to foreign malign influence.”[40] The FMIRC will also provide assessments and 
reports about foreign malign influence to Congress and federal agencies,[41] and the director 
of the FMIRC may recommend “potential responses by the United States to foreign malign 
influence.”[42] 

The decision to create a new agency is puzzling for two reasons. First, the FMIRC duplicates 
the mission of the GEC. The GEC already produces assessments on influence operations, in-
cluding a team of thirty data scientists who monitor the public information environment and 
share their analysis with the State Department and interagency partners.[43]  Second, Congress 
did not elaborate on how the FMIRC would work with the GEC. In passing this legislation, 
Congress did not eliminate the GEC or reduce its mission. Not only does the GEC continue 
to exist, it may soon wield greater resources. In May 2021, the Senate passed legislation that 
would double the GEC’s annual budget[44] and would encourage the GEC to exchange liaison of-
ficers with the National Counterterrorism Center, the combatant commands, and other federal 
agencies.[45] 

At this point, any discussion of how the two agencies will cooperate is academic. Congress 
passed the enabling legislation in 2019, but at the time of this article’s publication, the FMIRC 
does not yet exist. The Trump administration did not create the agency during the last year of 
its term,[46] and the Biden administration still has not done so. In April 2021, the new Director 
of National Intelligence, Avril Haines, testified she was “moving with alacrity towards” estab-
lishing the FMIRC. Director Haines indicated that she wanted the FMIRC to avoid duplicating 
existing efforts within the USG.[47] 

Nations and private actors exploited the coronavirus pandemic to publish disinformation to 
support their preexisting agendas.[48] Authoritarian regimes sought to undermine US world 
standing and to erode Americans’ confidence in their government. The USG mounted a scatter-
shot response against these narratives even as some federal agencies used their social media 
accounts and websites to warn about the presence of disinformation and redirect citizens to 
trustworthy sources. Although tasked with coordinating the USG’s response to disinformation, 
the GEC remained in the background. The GEC’s recent performance reifies one critique that 
the GEC “essentially operates as a grant-making body.”[49] Congress and the Biden administra-
tion should reform both the GEC and the federal government’s response as a whole. Although 
the pandemic will eventually subside, disinformation will endure.   
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EXECUTIVE SUMMARY

In the 1990s, John Arquilla and David Ronfeldt co-authored an influential series 
of articles in which they developed the concepts of cyberwar, swarming tactics, 
and netwar.  Drawing on historical analogies that predate the information age, 
he articulated how information dominance would critically enable future war-

fare.  Today, some senior leaders herald this concept as the centerpiece to strategic 
success.  In Bitskrieg, the professor emeritus at the U.S. Naval Postgraduate School 
once again draws from history to envision the evolution of conflict. He possess-
es rich experience to complement it, as he has had fortune to witness and influence 
US strategic decision-making for the last three decades.  In his book, Arquilla pro-
vides strategic context for ongoing efforts to increase the use of cloud computing and 
strong encryption, and articulates a new approach to cyber arms control agreements. 
His work is insightful to practitioners and leaders throughout the cyber domain. 
 
REVIEW

The memorable title of the book is an obvious reference to the devastating armored 
breakthrough tactics employed by Germany at the onset of World War II—and, more 
optimistically, to the allies’ ability to defeat this strategy over time. Arquilla laments 
that the United States has thus far failed to adapt to the cyber threat, allowing freedom 
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of action in cyberspace to rival powers such as China 
and Russia, and even to lesser nations such as North 
Korea—described as a “strategic criminal.”   Bitskrieg 
goes beyond the cyber domain; it is an appeal for a 
paradigm shift from a centralized “few large” ap-
proach (i.e., Blitzkrieg) to a decentralized “many 
small” swarm, which heavily relies on information 
dominance.  Arquilla suggests this can be achieved 
through technological, doctrinal, and organization-
al reform. He smoothly transitions between relevant 
historical analogies and firsthand accounts, notably of 
the Gulf War, to illustrate this concept.  

Building on the title’s World War II analogy, Ar-
quilla compares traditional perimeter-based cyber 
defense to the catastrophically ineffective Magi-
not Line. Arquilla invites the reader to “imagine no 
lines,” and assume the inevitable breach of perimeter 
defenses.  He recommends the employment of strong 
encryption in depth, which is well underway with 
the ubiquity of Hypertext Transfer Protocol Secure 
(HTTPS) and rapid adoption of Zero Trust.  He also 
promotes use of the cloud and data mobility, stating 
that “data at rest are data at risk.”  This is valid for 
the majority of organizations (including within the 
military), which benefit from the enhanced availabil-
ity, data center security, monitoring, and up-to-date 
baselines that the cloud provides. However, there are 
attack strategies that specifically target data in tran-
sit, and cloud providers are not immune to breach-
es or subversion.  Hence, one must carefully weigh 
the risks and benefits of the cloud relative to closed, 
on-premises networks for their most valuable data. 
Nonetheless, decision-makers must urgently adopt 
Arquilla’s overall recommendation to evolve from pe-
rimeter defense to defense-in-depth.  

Major Mathieu Couillard is a Signals Officer 
in the Canadian Armed Forces. He has served 
with conventional and special operations forces 
in network and cyber operations leadership 
roles. Major Couillard holds a bachelor’s degree 
in computer engineering and is currently a 
student at the U.S. Naval Postgraduate  
School in the Defense Analysis Department.  
His research will focus on the role of deception 
in cyber strategy. 
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In addition to deepening defenses, Arquilla argues that cyber arms control agreements 
could lead to greater stability in the cyber domain. He recognizes that most observers as-
sume these efforts to be futile; the attribution problem in cyberspace and the “dual use” of 
information technology (i.e., the challenge in distinguishing offensive and defensive cyber 
capabilities) have long hindered such treaties.  Instead of “structured arms control,” where 
cyber weapons would be inventoried like nuclear warheads, Arquilla suggests a behavioral 
approach.  In this logic, agreements would focus on limiting attacks against certain targets 
(e.g., civilian infrastructure) rather than banning a certain type or quantity of cyber weapons. 
In a fascinating passage, many will be surprised to discover that Russia once proposed such 
agreements to the US. Indeed, Arquilla led a delegation to a summit where top Russian cyber 
officials made just such an overture which was promptly rejected by US decision-makers.  
These leaders presumably assumed that cyber superiority would guarantee protection, just 
as previous superiority in other domains; unfortunately, this assumption has resoundingly 
been proven wrong. Today, Russia is a declining power by nearly all metrics but continues 
to project power effectively through cyber attacks and information warfare.  As all societies 
are increasingly dependent on the Internet and leaders become aware of its incongruent 
reflection of power, a solution must be found to better manage cyber conflict. One can only 
hope that Arquilla’s recommendations will lead down a fruitful path.    

CONCLUSION

Ultimately, Bitskrieg is a quick and enlightening read that will satisfy both technically and 
policy-focused readers. Arquilla convincingly not only predicts how warfare will be waged 
but also how to defend against it. The pervasiveness of cloud deployments and strong en-
cryption is empirical evidence that supports Arquilla's thesis but also suggests they may 
not be useful to practitioners who have already arrived at the same conclusion. However, 
there is still much progress to be made in these areas, and Arquilla’s narrative can help the 
technical community explain the imperatives in strategic terms that can be understood by 
policymakers.  
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