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VOL. 7  mNo. 4

The Only 
Constant  
is Change… 
 
Colonel Jeffrey M. Erickson           

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

The ancient Greek philosopher Heraclitus is credited with the quote “The only 
constant in life is change.” While Heraclitus was certainly not thinking of cyber-
space or modern technologies, it occurs to me that he may have been onto some-
thing with respect to the larger world of cyber related issues as we have seen 

continual evolution since the founding of the Army Cyber Institute (ACI) at West Point.  

This Fall marks ten years since the creation of the ACI by the Secretary of the Army, 
John McHugh, and the Chief of Staff of the Army, General Raymond Odierno, in 2012 to 
serve as “a national resource for research, advice, and education in the cyber domain, en-
gaging military, government, academic, and industrial cyber communities in impactful 
partnerships to build intellectual capital and expand the knowledge base for the purpose 
of enabling effective Army cyber defense and cyber operations.”

At the time, the Army was trying to figure out the best approach to address the un-
certain environment and growing demand for a deeper understanding of the cyberspace 
environment, as well as its potential positive and negative impacts on the Army, the De-
partment of Defense, and the Nation. In the past decade, the Army’s Cyber Community 
has seen significant changes across many areas. Some of the highlights include:
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m The creation of the Cyber Branch in 2014, recog-
nizing the necessity for a dedicated cadre of cyber 
experts for the Army, and marking the Army’s the 
first new branch since the Special Forces was es-
tablished in 1987 

m The designation of Ft. Gordon from the Signal Cen-
ter of Excellence to the Cyber Center of Excellence 
and the creation of the U.S. Army Cyber School in 
2014

m ACI published the first issue of The Cyber Defense 
Review in 2016, the first DoD-sponsored cyber-fo-
cused journal

m The creation of the Army Futures Command in 
2017 to develop future Army readiness

m U.S. Cyber Command's (USCYBERCOM) elevation 
to a unified combatant command in 2018

m The creation of the 915th Cyber Battalion in 2019 
to provide an organic expeditionary capability to 
Army Cyber Command (ARCYBER)

m The move of ARCYBER from Fort Belvoir to Fort 
Gordon in 2020 to achieve synergy between the op-
erational and institutional sides of the cyber force

These milestones were steps in the evolution of the 
Army Cyber Community towards greater capability, a 
more defined identity/culture, better integration from 
the tactical to the strategic levels, and a widespread 
recognition of the necessity for improved cyber capa-
bilities.

A key component of these changes is the open and 
continuous dialogue and debate among operators, se-
nior leaders, academics, industry leaders, and govern-
ment officials in analyzing courses of action, making 
decisions, and implementing plans. The CDR authors 
continue to add to the dialogue and debate by present-
ing new and developing perspectives on the challeng-
es of cyberspace.

Colonel Jeffrey M. Erickson is the Director of 
the Army Cyber Institute at the United States 
Military Academy (USMA) located at West Point, 
New York. As Director, COL Erickson leads a 
60-person, multi-disciplinary research institute 
focused on expanding the Army’s knowledge 
of the cyberspace domain. He began his Army 
career as an Armor officer before transitioning 
to the Simulation Operations functional area, 
where for the last 15 years, he has been using 
simulations to train from the individual to the 
Joint and Combatant Command levels. He has a 
B.S. in Computer Science from the United States 
Military Academy, an M.S. in Management Infor-
mation Systems from Bowie State University, 
and an M.S. in National Resource Strategy from 
the Eisenhower School (formerly the Industrial 
College of the Armed Forces). His fields of inter-
est are simulations for live-virtual-constructive 
training, testing, and wargaming.
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I thank all our Fall authors for their invaluable contributions and would like to recognize 
a few for their focus on change:

m What do leaders need to know to navigate the cyber domain? LTC Andrew Farina’s ar-
ticle (“The Impending Data Literacy Crisis Among Military Leaders”) captures key points 
about leaders struggling to achieve data literacy in understand new technologies and par-
adigm shifts, in this case related to data literacy.

m How should we organize to operate in cyber? LCDR Michael McLaughlin advocates for 
the creation of a “Seventh Service” for the United States with authorities more akin to the 
Coast Guard and National Guard.  

m How do we adjust our approach? In “Tactics and Technicalities Undermining Strategy,” 
Australian Brigadier Martin White argues that the downfall of our current approaches is 
the focus on analyzing too much information, resulting in an overall weaker posture.  

m How do we change our enemy’s perception? LTC Ryan Tate and COL Chad Bates argue 
for increased deterrence by being more transparent with operations in their article “Deter-
rence Thru Transparent Offensive Cyber Persistence.”

These authors argue for changes to the people, processes, and technologies we use to see 
ourselves, our adversaries, and the terrain in cyberspace. As the ACI begins its next decade, 
expect to see constant changes across the Cyber Force with CDR authors constantly seeking 
solutions to future problems.
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Better Anticipating 
and Managing Today’s 
Growing Cyber Risks

Daniel M. Gerstein	

…And Then Came the Cyber Domain

We live in an increasing cyber enabled world where more of our lives are 
monitored, assessed, and controlled by forces and decisions that function 
largely in the background and with little appreciation for the risks that we 
assume as a result. Absent fundamental rethinking as to how we incorpo-

rate Information Age technologies into the fabric of our daily lives, we will increasingly 
find ourselves reaching a point of no return as more complex technologies such as AI and 
greater ubiquity of cyber technologies inherent in the Internet of Things (IoT) continue 
to proliferate in cyberspace. To manage these technologies, we still rely on organizations 
and processes rooted in the 18th century to confront threats that move across the globe in 
milliseconds. It is no wonder that we find ourselves in a defensive battle and in a position 
of great disadvantage. 

In considering the current state of cybersecurity, we will do so in its broadest sense. 
We will consider the computers, networks, technology, and the various means employed 
for operating in the cyber domain. We will also consider the lower-level components of 
the Internet that form the basis of cyberspace-- these include the computers and Internet 
of Things (IoT) devices that are an inherent part of the network, packet switching and In-
ternet protocols, cloud computing and the various communications means that comprise 
the cyber domain and contribute to the increasing attack surface. In looking broadly, we 
© 2022 Dr. Daniel Gerstein

Modern man emerged and began using language 
1,400 generations ago. Writing was invented 200 
generations ago. Books were first printed 20 gener-
ations ago. The invention of the computer occurred 
less than 2 generations ago.1
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will consider the effects on related technologies such 
as big data, blockchain, encryption, social media and 
AI. We will also consider how norms, regulations, and 
laws contribute to or detract from our cyber lives, and 
how these issues, within a whole-of-society context that 
ranges from international and national authorities to 
each and every citizen, will be affected by and in some 
cases become part of the cyber domain. As we ponder 
these concepts, considering  effects on society in areas 
such as loss of privacy, human interactions in cyber 
space, and sensitive data such as security of personal 
identifiable information (PII) will also be important. 

The purpose in looking so broadly is to understand 
the overall risks associated with this human created cy-
ber domain. In doing so, we hope to better understand 
and mitigate such risks in the future.

Our approach to date for dealing with cyber risks has 
been largely reactive as we install intrusion detection 
systems and internal network monitoring capabilities 
to prevent intruders from penetrating our networks 
and look for anomalous behavior within our networks. 
At the 2022 DEF CON National Cyber Director Chris 
Inglis asserted this must change and highlighted that 
“defense is the new offense,” and “the way forward for 
cybersecurity is defense.”2 With each cyber intrusion, 
ransomware event, theft of intellectual property or at-
tack on critical infrastructure, we seek to understand 
how the attack occurred and implement specific chang-
es in the form of software patches, calls for hardware 
refreshes for obsolete systems or incorporating new 
procedures to protect our cyber networks.3 

Despite these efforts, evidence abounds that this ap-
proach is inadequate. In the first half of 2021, Accen-
ture found a triple digit increase in cyber-attacks. They 
further identified five industries that comprised more 
than 60% of the intrusions, including consumer goods 
and services, industrial, banking, travel and hospitality 
and insurance. Not surprisingly, the top three nations 

Dr. Daniel Gerstein, a 1980 West Point graduate, 
served as the Department of Homeland Security 
Undersecretary (acting) and Deputy Undersec-
retary in the Science and Technology Directorate 
from 2011-2014. He has extensive experience in 
security and defense and has served in uniform, 
industry, academia, think tanks and as a senior 
government civilian. He is currently an Adjunct 
Professor at American University in Washington, 
D.C. In uniform he served on four continents 
during combat, peacekeeping, humanitarian, 
counterterrorism and homeland security includ-
ing standing up SOUTHCOM’s Theater Network 
Operations and Security Center following 9/11. He 
served for more than a decade in the Pentagon 
in various high-level staff assignments, including 
having served on the Holbrooke Delegation that 
negotiated the peace settlement in Bosnia. He 
is a frequent national security contributor and 
has published numerous books and articles on 
national and homeland security issues. His latest 
book—Tech Wars: Transforming U.S. Technology 
Development (Praeger)—was published in Sep-
tember 2022. 
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targeted were the US, UK and Australia, and the top threats are ransomware and extortion.  

We also have experienced cyber-attacks targeting critical infrastructure that caused serious 
property damage. Examples include: 

mSaudi Aramco attack (2006) 

mAttacks that targeted government facilities in Estonia (2007) 

mPolish teenager remotely derailing trains (2008)

mHacker tampering with a hospital ventilation system in a Texas hospital (2011) 

mYahoo cyber-attack that compromised one billion accounts (2013) 

mRussian attack against the Ukrainian power grid (2015) 

mWannaCry ransomware attack (2017) 

mSaudi Arabia’s oil refineries attacked (2017) 

mJBS attack (2021) 

mColonial Pipeline attack (2021)

These represent only a small but highly visible subset of attacks.4,5,6

The continued increase in the number and variety of devices, users, applications, and data 
have resulted in growing attack surface problems, i.e., the number of points vulnerable to 
attack continues to grow. Issues are exacerbated by several intertwined and mutually reinforc-
ing trends: the increasing number of IoT sensors and actuators on the network and associated 
volumes of retained data, evolving sophistication of global supply chains that rely on the Inter-
net, the mass migration of resources to the cloud, and greater remote work activities (which 
accelerated in the COVID-19 era).7  

In short, we have applied a serial approach to a massively parallel problem within a complex 
network, all further complicated by the fundamentals of the cyber domain. At its core, the 
Internet--the early instantiation of the cyber domain--was created as an information sharing 
platform with little regard for security. In fact, security was, and still often is, an afterthought 
or add on feature rather than a coequal part of the Internet. It is further complicated as some 
85% of critical infrastructure, to include the Internet and associated infrastructure, reside in 
the private sector.8 Even those parts of the cyber domain that are used by government tradi-
tionally have portions of their networks that reside in the broader cyber domain. For example, 
classified networks normally lease communications systems from Internet service providers 
and employ secure devices to provide security for their networks and data. We also know that 
a significant percentage of the cyber insecurities occur at the application layer, where hu-
man-computer interface occurs and the user operates—by one estimate, 95% of cyber security 
breaches are caused by human error.9 
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Understanding and Managing Future Cyber Risk

To better manage future cyber risks, we need to better understand them, which requires 
consideration of two different types of risks. The first are technology risks associated with 
the development of key cyber enabling technologies. The second set of risks are strategic and 
occur from lacking the necessary command and control relationships, planning and processes, 
or failing to take appropriate actions as required to prevent, protect, mitigate, respond, and 
recover from a cyber event.

The earlier introduction paints a bleak picture of several cyber threats that have materialized 
in the past and even provides a glimpse of likely future cyber risks. Yet increasing capabilities 
of Information Age technology could present even greater risks.

To understand how the cyber landscape could evolve, it helps to segment the Internet (and 
associated World Wide Web or www) into Web 1.0, Web 2.0, and Web 3.0, as described in Table 
1 below.10  Web 1.0 consisted of static pages. Advertisements were banned. Personal users host-
ed their own web pages on ISP-run websites. Web 2.0 is often called the “participative social 
web,”11 which allows for “podcasting, blogging, tagging, curating with RSS, social bookmarking, 
social networking, social media, and web content voting.”12 It is both enabled by and a prod-
uct of ubiquitous mobile communications that allow humans to maintain virtually constant 
contact with the World Wide Web. Web 3.0 would significantly increase Web 2.0 capabilities 
to allow for “web utilization and interaction, which includes altering the web into a database,” 
thereby optimizing Web 3.0 for “machine conception as opposed to human understanding.”13 

Table 1. Web 1.0, Web 2.0, Web 3.0 Descriptions and Features.
 

This is not to imply that humans will not be important in Web 3.0. Rather, the structure of the 
data and interactions will enhance machine-to-machine communications and learning. Web 
3.0 will transform the World Wide Web with a semantic web that facilitates creating, sharing 
and connecting content; AI that supports natural language processing and enhanced speed of 
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action; 3-dimensional graphics that improve both human understandings and computer gener-
ated graphics; enhanced connectivity and access to information; and ubiquity with billions of 
other web-attached devices. In short, Web 3.0 will generate data, decision quality information 
and enhanced timeliness where humans will be challenged to keep up and machine-to-ma-
chine interactions will often dominate. 

Today we are at Web 2.0 with some early surfacing features that will likely evolve into Web 
3.0. For example, there are AI uses on the current web, but in Web 3.0, we should expect that 
computers would be able to differentiate information as humans do or perhaps even more ac-
curately and efficiently depending on the evolution of this technology.  

Transitioning from Web 2.0 to Web 3.0 will require technological development along nu-
merous key areas including AI, communications and cybersecurity, big data, the IoT and the 
Internet of Bodies (IoB),14 natural language processing, robotics, pattern recognition, ma-
chine learning, object recognition speech recognition and statistical learning, to name a few. 
Indeed, many Information Age technologies must coevolve for this development to proceed 
toward Web 3.0. 

Internet evolution will be fraught with complexities and uncertainties; new approaches to 
issues such as the curation and storage of personal data; and ultimately a variety of risks from 
the system to the strategic levels that will require careful management. 

DoD’s Defense Innovation Board (DIB) proposed AI Principles for the “design, development, 
and deployment of AI for both combat and non-combat purposes,”15 and provides a useful 
point of departure for considering the implications of managing future cyber technology de-
velopment risks. The stated goal is to develop technologies that are: responsible, equitable, 
traceable, reliable, and governable.

Strategic risks associated with lack of necessary governance relationships, inadequate plan-
ning and processes, or failure to take necessary actions also must be carefully considered. The 
DoD 2018 cyber strategy provided a framework with five reinforcing the lines of effort: build a 
more lethal force; compete and deter in cyberspace; expand alliances and partnerships; reform 
the Department; and cultivate talent.16 However, this document focuses exclusively on military 
cyber domain considerations. 

The more recently published Cyberspace Solarium Commission (CSC) report considers fed-
eral civilian and military cyber issues as well as non-governmental cyber concerns, and hence 
is more encompassing. The CSC was established in the National Defense Authorization Act 
for Fiscal Year 2019 to “develop a consensus on a strategic approach to defending the US in 
cyberspace against cyber attacks of significant consequences.”17 The bipartisan commission 
released its July 2020 report that contained over 80 recommendations organized into six pil-
lars. The document was intended to serve as a road map for Congressional legislation to be 
developed (See Table 2).
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The CSC report highlights shortfalls in organizational structures and coordination between 
federal and non-federal government entities, industry, academia, non-profits and international 
partners and stakeholders, and recognizes the importance of international norms and robust 
signaling and deterrence capabilities. It also stresses the importance of preparedness and re-
sponse capabilities (including resilience) should deterrence fail.

Table 2. Cyberspace Solarium Commission Report Findings (July 2020)

Assessing Future Cyber Risks

Assessing the future cyber risk will require us to examine both the technology development 
principles identified by the DIB and strategic risks identified by the CSC. Many technology 
risks will be illuminated by the DoD (DIB) proposed principles for “design, development, and 
deployment of AI.” These stated goals (i.e., responsible, equitable, traceable, reliable and gov-
ernable) will be key as we develop technologies and transition from Web 2.0 to the more AI-
based Web 3.0. 

Responsible requires that humans exercise judgment in developing, deploying, using, and 
arriving at outcomes. Accomplishing this requires humans to embed structures and processes 
that directly account for and retain human control in the algorithms that enable the function-
ality of the cyber domain. It also requires keen human judgments in decision-making, a point 
important to consider more deeply. 

Increasingly, we will see cases where computer-developed capabilities far exceed the speed, 
efficiency, and effectiveness of human-developed capabilities. To reduce the risks associated 
with these machine-created systems, humans, before embracing these new capabilities, need 
mechanisms in place that safely validate the new designs. As an example, consider develop-
ment of an aerial drone chassis using AI technologies. By adding the goals of the design—i.e., 
the parameters of the system to be developed--the computer can optimize the platform design.18  
But beyond development of the drone, the system needs to be validated through a mix of tests 
and simulations conducted in both the virtual and real worlds. 
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While this sounds sensible, there are unfortunate examples where such appropriate care 
was not  taken. Consider the Boeing aircraft company issues with the 737 Max aircraft Maneu-
vering Characteristics Augmentation System (MCAS) flight control, which through the combi-
nation of system design failures, inadequate training of pilots, and failure to alert the airlines to 
the incorporation of this technology resulted in the death of hundreds of people in two separate 
crashes.19 This incident highlights two other painful lessons. The first is the fragility of human 
computer interfaces. For humans and computers to interoperate in systems, key information 
flows can become life-and-death essential to safe operation. Second, even if it is an automated 
system that fails, humans remain responsible for the outcomes. In this case, Boeing was found 
to have created an unsafe system that required modification and recertification for flight, and 
otherwise posed liability and crash-related lawsuits.

As capabilities become more complex, cyber community stakeholders will be challenged to 
establish responsibility without a deliberate focus on this area. As the hardware, software and 
processes (and algorithms) become less transparent, allocating responsibilities will become 
even more challenging, as discussed below under “traceability.” 

Equity in cyberspace requires concrete measures to avoid bias in developing and deploying 
cyber-related systems, and to mitigate biases injected by cyber platform users (e.g., social me-
dia and deepfakes), to include both deliberate and unintended biases. For example, search en-
gine developers often accord their parent company advantages such as responses to be loaded 
first and hence more likely to be viewed. In today’s Web 2.0, the greater number of clicks would 
result in advertisers paying more to preferred sites. 

Unintended bias may manifest in search engines that reflect racist, sexist, or anti-Semit-
ic attitudes as well. For example, Google discovered shortly after going public in 2004 that 
searching the term “Jew” returned hits on anti-Semitic websites.20 The very concept of search 
engine usage creates these kinds of unintended issues. Search history is often targeted to iden-
tify other websites that might align with a person’s values, thereby opening the door to sites 
or topic areas  perceived to be aligned. This can improve user’ experience, but also can lead to 
reinforcing biased behaviors through online content.21 This was recently seen as a contributing 
cause of COVID-19 vaccine hesitancy.22 

Facial recognition algorithms have come under scrutiny for their poor performance for 
certain demographic groups. One study points to “divergent error rates across demographic 
groups, with the poorest accuracy consistently found for those who are female, Black, and 
18-30 years old.”23  In this 2018 “Gender Shades" project, three facial recognition algorithms 
were compared for different demographic categories. The findings indicated, “All three al-
gorithms performed the worst on darker-skinned females, with error rates up to 34% higher 
than for lighter-skinned males.”24 With such a glaring gap in accuracy across demographic 
categories, it virtually assures low acceptability of the technology, particularly among disen-
franchised groups. 
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Some of these issues of equity relate to the how the original research was conducted. Ini-
tial facial recognition data disproportionately used homogeneous white male populations, 
making facial recognition outside this grouping far less accurate. To address this issue, the 
facial recognition algorithms need to be trained on more “diverse and representative data-
sets.” In collecting data, adjusting camera settings to better “capture people with darker skin 
tones” has been found to be useful. Finally, routinely assessing performance through regular 
“ethical auditing” should be incorporated to render facial recognition systems more accurate 
and hence reliable.25 

Traceability requires understanding the technology, development processes, and methods 
of operational systems, including having transparent and auditable methodologies, data sourc-
es, and design procedures and documentation.26 It implies having a direct line of sight through 
the lifecycle of the technology and across all its component parts. It is important to understand 
that a failure across any part of the system can result in catastrophic failure of the entire sys-
tem in an operational setting. 

Traceability requires validation and verification of the system and its component parts in 
both test and operational environments. Validation pertains to whether the system functions 
as intended, according to the customers’ requirements. It answers the question, “Am I build-
ing the right product,” and includes customer acceptance and usability testing. Verification 
ensures that the product adheres to specifications, and is conducted while the product is still 
under development, and can be done on individual modules or the complete system. It answers 
the question, “Am I building the product right,” and includes unit, integration, and automated 
testing. Both validation and verification make use of regression, system, and Beta testing.27 

And, as with our previous facial recognition example, shortfalls in systems development and 
inadequately robust data hinders traceability of the results.

Self-driving cars illustrate yet another interesting traceability challenge. Self-driving cars de-
pend on three autonomous systems that must function synchronously. The perception module 
uses cameras, radar, and LiDAR to identify objects in a car’s vicinity. The prediction module 
forecasts the movements of these near neighbors. Finally, the decision module sets the driving 
policy and acts based on the inputs received from the other two modules. Despite inherent 
safety benefits of autonomous vehicles and millions of miles in real-world testing, technology 
concerns persist, and center around two issues: the legal implications of autonomous vehicle 
accidents and software traceability. To this second point, understanding how changes made 
affect vehicle functionality is imperative for traceability--ensuring that a digital thread exists 
that will confirm the software as well and thereby allow for auditing is essential.28

Traceability is also central to any debate about lethal autonomous weapon systems (LAWS). 
Autonomous systems are already employed for defensive purposes--such as the Phalanx close 
in anti-missile gun on several Navy ships and Israel’s Iron Dome counter mortar system that 
the US has also employed in Iraq and Afghanistan, yet the offensive use of LAWS continues to 
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be debated. The concern arises in the case of an allegedly unjust killing where one philosopher 
argues “that the autonomy of LAWS makes it impossible to hold anyone accountable for illegiti-
mate killings they commit.”29 Who should be held responsible if the robot acted autonomously? 
This creates what some have called a “responsibility gap” that some find “morally objection-
able and legally infeasible.”30  

A software bill of materials (SBOM) has become a “key building block in software security 
and software supply chain risk management.” SBOM guidance for developing software increas-
es the transparency of products developed, information on SBOM tools that support creators 
and vendors in classifying their products, and summaries of formats and standards for soft-
ware development. In short, SBOM enhance the traceability of the software.31

Reliability requires an “explicit, well-defined domain of use, and the safety, security, and 
robustness of such systems should be tested and assured across their entire life cycle within 
that domain of use.”32 Reliability overlaps with validation and verification discussed under 
traceability above. Testing at all stages of development should continue throughout a system’s 
lifecycle, from basic and applied research to early-stage development, and throughout fielding 
and use in operational environments. 

It would be comforting to observe the great benefits experienced to date from the cyber 
domain and the invaluable uses of these technologies. In the same breath, one could confirm 
explosive growth of the cyber economy with great benefit to those able to incorporate the tech-
nology. All true, but the cyber domain also has contributed to instability, both within the US 
and indeed, worldwide. We have seen conclusive evidence of devastating physical and other 
damage to critical infrastructure, to say nothing of the adverse effects of tainted information 
and sources of news which have become no longer trustworthy. 

Reliability shortfalls in our hardware, software, networks, and data storage capacity often 
contribute to the initial breach and the severity of the intrusion. The Office of Personnel Man-
agement (OPM) data breach--characterized as the most significant breach of sensitive person-
nel data to have ever occurred--began in November 2013, but was not discovered until June of 
2015.33 OPM’s system was breached with over 20 million SF-86 security clearance adjudication 
packages exfiltrated over an 18 month period. While China was identified as the perpetrator, 
even the post-breach period demonstrated a lack of system reliability and resilience coupled 
with shortfalls in preparedness, response and resilience.34 This data breach highlighted nu-
merous deficiencies and insecurities ranging from procedural issues and inadequate cyber hy-
giene to antiquated systems and obsolete methods for storage of sensitive data. The breach was 
not discovered until government software (Continuous Diagnostics and Monitoring (CDM))  
was being installed. The breach highlighted the challenges that “smaller-sized, medium-sized 
agencies that didn't consider themselves to be [at] such a threat to cyberactivity from data 
thieves, that they also have this potential [negative] publicity associated with becoming a tar-
get and becoming a victim.”35 
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More recent cyber breaches such as the Colonial Pipeline ransomware and log4j software 
vulnerability continue to demonstrate the inadequate security of the Internet and its associat-
ed components. To put a fine point on these issues, they have exposed the lack of reliability in 
our systems. As with other such cyber incidents, the Colonial attack exposed an important hu-
man dimension which contributed to the breach as the attackers gained access to the network 
through an “exposed password for a VPN [virtual private network].”36 Despite planning, exer-
cises and even simulations of attacks against U.S. infrastructure, we collectively--Colonial, the 
critical infrastructure sector and nationally--were not prepared when a criminal extortion ring 
gained control of corporate data and held it for ransom. Colonial Pipeline was left to conclude 
that their supposed “impermeable wall of protections was easily breached.”37 

The discovery of the log4j vulnerability should give us great cause for concern. U.S. Cyber-
security and Infrastructure Security Agency (CISA) Director Jen Easterly, identified the log4j 
vulnerability as “the most serious vulnerability I have seen in my decades-long career.”38 Log4j is 
free “code that helps software applications keep track of their past activities.”39 The vulnerability 
is created if a line of malicious code is inserted into the software that would allow “bad actors 
[to] grab control of servers that are running log4j.”40 The ubiquity of this code is cause for great 
concern. Perhaps more concerning is that the code, and hence this zero-day vulnerability, was in 
use for years before being discovered in 2021. What does this say about our software assurance 
capabilities and how many potentially catastrophic log4j-like vulnerabilities are in the offing?

A final note on reliability is in order here. Numerous hacks, attacks, breaches, and insecuri-
ties have resulted from legacy systems running obsolete hardware and software components 
that are generations past their technological prime. Despite security patches and efforts to 
improve user awareness and procedures, there is only so much that can be done. Eventually 
obsolete equipment must be replaced. This challenge is magnified as most of the cyberinfra-
structure, some 85% of all US-based cyberinfrastructure, is in the private sector and hence 
requires private sector investments to be made.41  

By way of a postscript on reliability, Microsoft’s report, Defending Ukraine: Early Lessons from 
the Cyber War, illustrates that cyber lessons regarding reliability are being learned in real time. 
For example, having dispersed and distributed digital operations within and outside of a na-
tion's national borders is critical. A combination of threat intelligence and endpoint protection 
have mitigated some of the threats that had the potential for devastating consequences. Having 
a coordinated and comprehensive cyber strategy that includes defenses against “destructive 
cyberattacks, espionage and influence operations” is essential. As with any conflict, both sides 
can adapt. This has been reinforced in the Russia-Ukraine war as Russia has increased its 
network penetration and espionage activities, targeting both Ukraine and allied governments 
supporting Ukraine.42 The message is that regardless of the preparations and response capabil-
ities that have been developed, adapting in real time to threats and vulnerabilities is essential 
to stay ahead of adversaries.
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Governable connotes a system “designed and engineered to fulfill their intended function 
while possessing the ability to detect and avoid unintended harm or disruption and disengage 
or deactivate deployed systems that demonstrate unintended escalatory or other behavior.” 
Governability significantly overlaps with reliability. Certainly with 85% of critical infrastruc-
ture held privately, governance is a huge challenge. Technical challenges also pose governance 
hurdles—the log4j vulnerability is but one example, which brings to mind the adage, “if you've 
seen one cyber-attack, you’ve seen one cyber-attack.” This makes governance in cyberspace 
increasingly more challenging. 

Recent experiences illustrate that the magnitude of the intrusion or attack also contributes 
to the challenges of governing cyberspace. The SolarWinds breach penetrated a number of US 
government agencies—including the Treasury and Commerce Departments, and unconfirmed 
reports of the Department of Defense, NASA and the White House—and compromised hun-
dreds of organizations worldwide.43 Cybercrime Magazine estimates that the world will lose 
$10.5 trillion annually to cybercrime by 2025. Highlighting the implications of this risk, the 
source identifies cybercrime as “the greatest transfer of economic wealth in history.”44 The 
numbers illustrate just how pervasive the problem is becoming.

The news is no better for the effects on social media which has been implicated in a variety 
of ills including manipulated elections, inciting violence, facilitating cyber bullying and cyber 
abuse, and proliferating offensive and illegal content. After revelations of social media’s—in 
particular Facebook (now Meta)--influence over the 2016 elections, the company announced 
that it barred all political advertisements the week before the 2020 elections.45 According to a 
Pew Research survey, “Many users see social media as an especially negative venue for politi-
cal discussions,” despite its growing user base and continued use for this purpose.46

So how should we think about issues of cyber governance? Several key shortfalls underlie the 
demonstrated inability to govern cyberspace. 

First, the tools to appropriately govern cyberspace are lacking. The only true governance on 
the Internet today are the technical specifications that allow the Internet to function. No one or 
no single organization is in charge of the Internet. Cyberspace grew up as an organic domain 
and has continued to evolve to its current state. The Internet was not centrally planned and has 
truly been built from the ground up. As new concepts and capabilities are incorporated into 
the Internet, the evolution continues. The horizontal and vertical growth of the Internet tech 
companies demonstrates this evolution. This puts leaders of large tech firms in the position of 
governance over large swaths of the Internet which often leads to conflicts of interest, placing 
shareholder value and public safety interests at odds.47

Second, the Internet lacks the ability to sense in real-time when anomalous and potentially 
dangerous activities are occurring. Here the Internet should be considered in its broadest sense 
and include governments, industry and the private sector, and individual users. Capabilities 
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are incorporated into the Internet before they are fully understood, with guardrails installed, 
often after the fact, to address potential vulnerabilities. 

Third, we rely on users for too much sophistication. One assessment focusing on the human 
factor in IT [information technology] security, observes that over half of the companies “believe 
they are at risk from within” from user carelessness or lack of knowledge.48 This concern was 
even  more pronounced for smaller corporations. Even for personal use, an expectation of 
sophistication is inherent. Individual users are expected to understand the threats and vulner-
abilities, replace obsolete systems, and routinely patch their systems. These expectations con-
tinue despite estimates that “95% of cybersecurity breaches are a result of human error, only 
5% of companies’ folders are properly protected, only 16% of executives say their organizations 
are well prepared to deal with cyber risk, and over 77% of organizations do not have a cyber 
security incident response plan.”49

STRATEGIC CYBER RISKS
In the previous section we discussed technology development principles for cyberspace tech-

nologies. Here we will briefly consider the strategic implications associated with cyberspace. 
For this purpose, the Cyberspace Solarium Commission provides a useful point of departure. 
Unlike in the previous section’s focus on the individual development principles, reference to 
the CSC is to remind the reader that the cyber domain is global and overlays the other natural 
domains (i.e., land, maritime, air, and space). 

We must remain mindful that the Solarium Commission’s six pillars and 80 recommenda-
tions cannot apply solely within the US.  Optimally, they must apply to the entire international 
cyberspace domain. As an example, the first CSC pillar calls for reforming the US structure 
and organization for cyberspace. That structure must also fit within international structures 
and organizations. For example, the US cyber structures and organizations should support 
economic activities, account for societal norms, and also be aligned with international laws 
and regulations.

Several Solarium Commission recommendations pertain to building capacity to improve se-
curity, strengthen norms, and enhance resilience to withstand and recover. These activities 
should be undertaken with a keen eye toward the five technology development risks discussed 
in the previous section—cyber domain technologies developed must be: responsible, equitable, 
traceable, reliable, and governable.

Having internationally accepted cyber domain “rules of the road” going forward is vitally 
important. Unless these rules effectively police against behavior that is irresponsible, inequi-
table, untraceable, unreliable or ungovernable, it is difficult to envision how the Internet can 
continue to serve US interests and values. 
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As the CSC emphasizes, all stakeholders must be considered and represented, and govern-
ments at all levels must meaningfully participate in establishing laws, norms, and regulations. 
Industry and academia bring the greatest technical knowledge and therefore must be repre-
sented when solutions are needed. Private citizens must have input as they will increasingly 
find the cyberspace dominating important aspects of their lives.

CONCLUDING THOUGHTS
Ideally, transition from Web 2.0 to Web 3.0 should not occur until the technology develop-

ment and strategic cyber risks have been carefully analyzed and addressed. However, logic 
may not govern transition to Web 3.0. Already we are witnessing the rapid incorporation of IoT 
(and soon IoB) devices, wearables, machine learning and AI technologies long before most even 
realize the rapid transition is occurring.

Moving to Web 3.0--which will rely on greater use of machine-to-machine communications 
and less human intervention—should evolve deliberatively, and only after adequate assessment 
and mitigation of risks are fully incorporated into the future cyber domain. Here the DoD (DIB) 
principles provide a useful framework for understanding these risks and developing approach-
es to mitigate concerns. In concert greater progress must also be made to address strategic 
cyber risks.  

Continuing to advance before the range of threats, vulnerabilities, and consequences in-
herent in the future cyber risks of Web 3.0 are fully analyzed and mitigated at each step of 
our progressive evolution towards Web 3.0 not only would be wrong; it also would be fool-
hardy.  
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INTRODUCTION

In March 2021, Russia began to deploy large numbers of troops and armaments near 
the Russia-Ukraine border in what Western observers believed posed an invasion 
threat to Ukraine, which Russia strongly denied. An intense debate in the West en-
sued over whether the troops were being deployed to pressure Ukraine into making 

political concessions or to conduct an actual invasion.

Noting previous Russian offensive cyber operations against Ukraine starting as early 
as 2014, many cyber analysts and scholars predicted that an invasion would be accompa-
nied by significant cyberattacks on Ukraine and possibly on Western nations supporting 
Ukraine, including particularly the US.  For example, Maggie Miller wrote in Politico that 
“in a full-scale cyber assault [on Ukraine], Russia could take down the power grid, turn the 
heat off in the middle of winter and shut down Ukraine’s military command centers and 
cellular communications systems.”1 Samuel Charap of the RAND Corporation thought the 
most likely Russian response to Western economic sanctions would be a cyber operation 
that temporarily shut down some major Western banks.2

Russia launched its invasion of Ukraine on February 24, 2022. Since then, many cyber 
analysts and scholars have observed that Russian offensive cyber operations have played 
a relatively small role compared to its kinetic operations. For example, in explaining why 
Russian cyber operations had yet to play an important tactical role in its invasion, Nadiya 
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Kostyuk and Erik Gartzke argued that that such opera-
tions were best suited for pursuing informational goals, 
such as gathering intelligence, stealing technology, or 
winning public opinion or diplomatic debates, where-
as kinetic military operations occupy territory, capture 
resources, diminish the military capability of oppo-
nents, and terrorize populations.3 Writing with Lennart 
Maschmeyer,4 Kostyuk poses an important question: If 
cyber operations offer effective and potent instruments 
for coercion, why did Russia go to the effort and expense 
of mobilizing its troops? Their conclusion is that cyber 
operations do not in fact provide such instruments.

On April 12, 2022, the Ukrainian Computer Emer-
gency Response Team (CERT-UA) and the Slovakian 
cybersecurity firm ESET issued advisories that the 
Sandworm hacker group, confirmed to be Unit 74455 
of Russia's military intelligence agency, the GRU, had 
conducted cyberattacks against high-voltage electrical 
substations in Ukraine,5 which reportedly were thwart-
ed but could possibly have hit two million Ukrainians 
with lost power. (An earlier, private advisory from 
CERT-UA reported that power to nine electrical substa-
tions had been temporarily switched off, but this later 
was disavowed by Victor Zhora, Ukraine’s deputy head 
of the State Special Service for Digital Development, 
characterizing the private report as “preliminary,” and 
a “mistake.”6)

Russia was not entirely inactive on the cyber front. 
For example, on the first day of the invasion, a Russian 
cyberattack on tens of thousands of satellite modems in 
Ukraine and elsewhere in Europe disabled Internet ser-
vice for many in those regions. Going beyond a simple 
denial-of-service attack, this attack also destroyed key 
data on these modems, rendering them permanently 
inoperative. A Ukrainian cyber official said the attack 
led to “a really huge loss in communications in the 
very beginning of the war,”7 although one more recent 
report indicates that this official’s comments regard-
ing the magnitude of the impact were misunderstood 
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at the time.8 Other cyberattacks conducted contemporaneously with or just prior to the inva-
sion include the following:

mUkrainian websites across multiple sectors were subjected to Russian distributed deni-
al-of-service (DDoS) attacks in mid-February,  including one on the Ukrainian Ministry of 
Defense on February 15.10  

mRussian wiper malware programs appeared in Ukrainian systems; to date, a number of 
distinct variants have been identified. These programs erase user data, programs, and hard 
drives.11 Wiper malware-affected Ukrainian government, financial, information technology, 
and energy sectors also spread to systems in other European countries. 

mUkrainian Internet services were temporarily disrupted in targeted attacks on telecom-
munications providers Triolan on March 9, Vinasterisk on March 13, and Ukrtelecom on 
March 28.12 

mA month into the invasion, Russia launched cyberattacks against Starlink terminals, 
which SpaceX had deployed into Ukraine to augment its satellite communications capabil-
ity. These attacks reportedly succeeded for several hours, until SpaceX updated software to 
resist such attacks.13  

mWestern social media companies identified several disinformation campaigns. These cam-
paigns have included coordinated inauthentic behavior on social media, brief takeovers of 
media channels, and attempts to compromise social media accounts.14 On March 28, the 
Security Service of Ukraine announced that it had shut down five disinformation-spread-
ing bot farms operating over 100,000 social media accounts since the invasion began.15 

Implicitly building on these examples, David Cattler and Daniel Black, Assistant Secre-
tary General for Intelligence and Security and Principal Analyst in the Cyber Threat Analy-
sis Branch at NATO, respectively, wrote in Foreign Affairs that “the magnitude of Moscow’s 
pre-kinetic destructive cyber-operations was unprecedented” and that on February 24, 2022, 
“Russian cyber-units successfully deployed more destructive malware—including against con-
ventional military targets such as civilian communications infrastructure and military com-
mand and control centers—than the rest of the world’s cyberpowers combined typically use in 
a given year.” They assert that, contrary to assessments that Russian cyber operations were 
ineffective, Russia’s invasion strategy “failed to capitalize on the full capabilities and numerous 
operational successes of its cyber-units.” They further argue that “cyber operations have been 
Russia’s biggest military success to date in the war in Ukraine,” and that “they will continue to 
provide Moscow a flexible tool capable of hitting a range of targets in Ukraine and beyond.”16 

Microsoft has compiled the most complete inventory of cyberattacks against Ukraine to date,17 
reporting that “the cyber operations so far have been consistent with actions to degrade, dis-
rupt, or discredit Ukrainian government, military, and economic functions, secure footholds in 
critical infrastructure, and to reduce the Ukrainian public’s access to information.” Microsoft 
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observed that “cyber and kinetic military operations appeared to be directed toward similar 
military objectives. Threat activity groups often targeted the same sectors or geographic 
locations around the same time as kinetic military events.” However, it was unclear “if there 
was coordination, centralized tasking or merely a common set of understood priorities driv-
ing the correlation.”

Assuming this listing captures most cyberattacks immediately before the invasion and 
thereafter (see below note for a type of cyberattack that was not captured), the timeline sug-
gests that cyber activity against Ukraine increased post-invasion but to a lesser degree than 
what many commentators expected. Thus, while Russia has enjoyed some degree of success 
in cyberspace in prosecuting its invasion, its cyber operations have fallen short of many 
experts’ pre-invasion predictions.  

This lack of impact has characterized both strategic and tactical dimensions of the conflict. 
Strategically, Russian cyberattacks have not affected Ukraine’s critical infrastructure on a large 
scale, as electric power and Internet services remain up and running in many parts of Ukraine, 
including some that have been bombed or shelled. Tactically, Russian military operations have 
used a variety of traditional battlefield tactics, techniques, and procedures, but with cyber op-
erations playing a significantly lesser role.

This article explores the use of offensive cyber operations in the Russia-Ukraine conflict as 
they have been seen and discussed in the public domain.

On the Value of Offensive Cyber Operations

Analysts often distinguish between coercive and warfighting uses of military force. Coercive 
uses of or threats to use force seek to influence an adversary’s decisions, whereas warfighting 
uses of force seek to degrade an adversary’s military power or effectiveness.

The international relations literature persuasively establishes that successful coercion is 
not simply a matter of a more militarily powerful party asserting dominance over a less 
powerful one—coercion is a more complex endeavor and success is less certain. Vast nuclear 
superiority is widely believed to have coerced Japan’s surrender in World War II and the 
Soviet Union to back down during the Cuban Missile Crisis. However, the record on non-nu-
clear coercion is much more mixed. As Byman and Waxman put it, “[w]hile the US military 
arsenal may be extremely precise in a technological sense, the ability to finely tune the po-
litical effects its use has on an adversary’s population, elite, or key regime decision makers 
remains largely beyond U.S. planners.”20

How, if at all, does the capability to launch powerful cyberattacks change these conclu-
sions? On the first, how, if at all, does the ability to exercise significant offensive cyber 
capabilities give nations greater coercive power against their adversaries? On the second, 
how, if at all, does the use of significant offensive cyber capabilities enhance the warfighting 
effectiveness of a nation’s armed forces?
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As an important preliminary 
point, offensive cyber capabilities 
do provide nations with additional 
instruments of covert action (e.g., 
sabotage, espionage, and political 
subversion).21  Through actions tak-
en in cyberspace, nations can cause 
physical damage to important facili-
ties as demonstrated in the outcome 
of cyberattacks against Iranian ura-
nium centrifuges and steel mills in 
2010 and 2022, respectively.22 They 
can also steal confidential informa-
tion of high economic or intelligence 
value,23 sometimes in sufficient 
quantity to be of strategic signifi-
cance.24 Finally, they can interfere in 
democratic political processes, such 
as elections.25 Although sabotage, 
espionage, and political subversion 
are distinctly hostile acts that seek 
to weaken adversaries, they are 
neither acts of coercion (they are 
not undertaken in an attempt to 
seek concessions from adversar-
ies) nor acts of warfighting. Several 
analysts believe that a relative in-
significance of cyberattacks in the 
Russian-Ukraine conflict validates 
this view.26

Not all analysts share this view, 
however. Arguing before February 

24 in favor of the proposition that offensive cyber capabilities do increase coercive power, 
William Courtney and Peter A. Wilson wrote in The Hill that a Russian invasion would “likely 
employ massive cyber and electronic warfare tools and long-range PGMs . . . to create ‘shock 
and awe,’ [and] causing Ukraine’s defenses or will to fight to collapse.”27 Jason Healey of 
Columbia University said that “a Russian cyber offensive . . . might have far more impact on 
the battlefield, more coercive power, more lethal and widespread effect than many doubters 
would expect.”28  

Note – 
Physically-Mediated Cyberattacks on Ukraine

On May 13, 2022, the State Service of Special Communica-
tion and Information Protection of Ukraine published a no-
tice alleging that “Russia’s special services” had physically 
targeted Ukrainian internet service providers (ISPs).18 Ap-
parently, the Russians military physically invaded the offices 
of Stratus, a Ukrainian internet service provider located in 
Kherson, and at the point of a gun, ordered the staff in the 
office to alter the availability of websites that users of the 
service would normally be able to access.

Such outcomes could, of course, be caused through various 
cyberattacks carried across the internet. But attacks that 
compromise cyber functionality through the use of or the 
threat of physical force are an understudied phenomenon.  

Two points are particularly relevant here. First, insider at-
tacks are a well-known problem in cybersecurity.  Trusted 
(authorized) insiders can be “turned” to take actions for 
which they have the proper technical authorization but for 
purposes that are contrary to the rationale for granting those 
authorizations in the first place. 

Second, the physical facilities of ISPs have also been known 
to be vulnerable, as exemplified by cuts in fiber-optic cables 
resulting in denials of service to customers depending on 
those cables. That is, the physical security of cyber infra-
structure has always been an important, if often neglected, 
aspect of cybersecurity.

While a demand for an ISP located in a region under Rus-
sian military occupation to conform to Moscow’s pressure 
regarding Internet connectivity is not surprising, one can 
also imagine similar activities directed against ISPs located 
in other regions whose governance is contested. Physical 
violence against cyber personnel in lawless environments 
as an element of cyberattack is another dimension of cyber 
conflict, and its importance has been neglected for way too 
long. But we do not even have a category in the cyber con-
flict lexicon to address its nature or significance.19
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As for warfighting potential, the U.S. Department of Defense (DoD) asserts a rather broad 
utility for offensive cyber operations. For example, Joint Publication 3-12 characterizes cy-
berattacks as a form of fires,29 similar in principle to artillery or machine-gun fire, that de-
grades, disrupts, destroys, or manipulates adversary information or information systems. DoD 
doctrine also acknowledges the value of cyber operations for exploitation, including military 
intelligence activities, maneuver, information collection, and other enabling actions required 
to prepare for future military operations.30

THE STRATEGIC PERSPECTIVE
As noted earlier, Russian cyber operations against Ukraine have apparently had little coer-

cive effect on Ukraine. This section explores possible reasons for this outcome.

First, prophylactic defensive measures by Ukrainian and Western cyber experts may have 
borne significant fruit in hardening many Ukrainian critical infrastructure systems. Since 
2014, Ukraine has served as a kind of cyber test range for Russian cyber attackers, but the 
US, the European Union, and NATO member states have provided cybersecurity assistance 
to help Ukraine prepare for future attacks. For example, the U.S. Agency for International 
Development announced in 2020 that it was investing $38 million in Ukrainian cyberse-
curity over four years.31 On March 10, 2022, General Paul Nakasone, Commander of U.S. 
Cyber Command (USCYBERCOM), testified to the Senate Intelligence Committee that “we’ve 
worked very, very hard with Ukraine over the past several years. . . We had ‘hunt forward’ 
teams from U.S. Cyber Command in Kyiv. We worked very, very closely with a series of part-
ners at NSA and the private sector to be able to provide that information.”32 The US has also 
helped to broker a number of public-private partnerships between Ukraine and Western in-
formation technology companies such as Microsoft and Google. These companies identified 
and blocked Russian cyber threats against Ukraine in near-real-time as they emerged,33 and 
their familiarity with and instrumentation of Ukrainian networks enabled them to act more 
rapidly than government agencies.

Second, Ukraine or Western military or intelligence organizations may themselves have 
been conducting offensive cyber operations against Russian hackers to disrupt cyberattacks 
against Ukraine. Information about any such operations would be highly classified, but on 
March 10, 2022, Anne Neuberger, Deputy National Security Advisor to the President for 
Cyber & Emerging Technology, described a three-part strategy for responding to Russian 
cyberattacks against Ukraine, one of which was to “make it harder for attackers to conduct 
disruptive operations, whether that is disrupting [their] infrastructure and more sensitive 
operations that I won’t get into here.”34 A precedent for such activity may have been the 
reported disruption of the Internet Research Agency, a Russian troll farm, by USCYBER-
COM35—according to The Washington Post, offensive actions by USCYBERCOM blocked In-
ternet access for the IRA on election day, 2018. Similar actions could have disrupted the 
operations of Russian hacker groups targeting Ukraine.
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Nor are Western government agencies the only parties capable of conducting offensive cyber 
operations against Russia. A variety of news reports indicates that non-government hackers 
have acted against Russian information systems, including actions to slow the transport of 
Russian troops and equipment by putting the trains into a manual control mode,36 breaching 
Russian databases and hacking Russian media and government websites,37 and releasing per-
sonal information on Russian soldiers who operated in Bucha, as well as Russian intelligence 
agents in the Federal Security Service (FSB).38 On balance, such activities force Russian cyber 
forces to expend considerable time and effort on countermeasures,39 leaving them with fewer 
resources to go on the offensive themselves.

Third, the apparent paucity of Russian cyberattacks may also reflect their omission from 
the Russian planning process for the invasion. Integrating offensive cyber capabilities into 
an overall military operational plan is relatively new, compared to more traditional military 
capabilities such as armor and artillery. Russian military leaders seemed caught off-guard 
when relatively simple logistical problems slowed the invasion to a snail’s pace, and there is no 
reason to conclude that planning deficiencies were limited to the logistical aspects of ground 
combat—Russian military planners may simply have neglected or consciously chosen to omit 
Russian offensive cyber capabilities in their invasion plan. Supporting this possibility, Ciaran 
Martin, former head of the UK National Cyber-Security Centre, noted that “if . . . Putin withheld 
knowledge of his invasion plans from large sections of the Russian military and intelligence 
bureaucracy, then they wouldn’t have had time to prepare those attacks, and you can’t just 
conjure up a powerful cyberattack overnight.”40  

Fourth, Russia may want to keep its cyber powder dry for use against the West if and when 
necessary. Former CISA director Chris Krebs wrote on March 20, 2022, that “as political and 
economic conditions deteriorate, the red lines and escalation judgments that kept Moscow’s 
most potent cyber capabilities in check may adjust. Western sanctions and lethal aid support 
to Ukraine may prompt Russian hackers to lash out against the west.”41 Around the same 
time, Senate Intelligence Committee Chair Mark Warner told Politico that “we have not seen 
their A-game tools.”42 In this view, the Russians may believe that the likelihood of success-
fully conducting specific offensive cyber operations diminishes the more they are used, and 
are saving their most potent weapons for later use.

Lastly, previous cyberattacks targeting Ukrainian critical infrastructure have been conduct-
ed at a level considerably below a “whole-of-country” effort. These cyberattacks constituted 
proofs of principle of Russian cyber capabilities, at least against the Ukrainian cyber defenses 
of the time, but many in the West extrapolated from such demonstrations a capability to attack 
all Ukrainian critical infrastructure more or less simultaneously in an all-out prelude to the 
ground invasion. Such extrapolations rely on an assumption that resource constraints did not 
exist for Russian cyber attackers, and perhaps in reality resource constraints have prevented a 
significant scaling-up of Russian cyberattacks. Moreover, to the extent that Russian offensive 
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cyber operations would be conducted wirelessly, cyber operations deep in the heart of Ukraine 
would likely be more challenging to coordinate than those that were mostly contained on the 
Russia-Ukraine border, as many such previous Russian operations had been.43

THE TACTICAL PERSPECTIVE
The intense kinetic attack on Ukraine has caused extensive damage to Ukrainian infrastruc-

ture, which may well have reduced the need to use cyberattacks to target infrastructure as part 
of the invasion. Dmitri Alperovitch, founder of the cybersecurity company CrowdStrike, noted 
that “cyber is a fantastic tool for gray-zone conflict, that area between peace and war, where 
you are trying to hit back at the other party, but you don’t want to escalate this to an actual 
kinetic conflict… [but] once conflict actually begins, once bombs are flying, cyber becomes 
much less useful.”44 Christopher Painter, former State Department cybersecurity coordinator, 
observed that “physical invasion trumps cyber. . . You don’t need cyber as much when you have 
tanks and planes on the ground and men on the ground, so maybe cyber … maybe it isn’t the 
perfect weapon.”45 Ciaran Martin, former head of the United Kingdom’s National Cyber Securi-
ty Center, has suggested that Russia may have wished to preserve Ukrainian infrastructure for 
use during the invasion,46 especially for communications assets such as cell phone networks.47 
(Note that these explanations seem somewhat contradictory—the first saying that Russians re-
frained from cyberattacks because kinetic weapons are pulverizing the infrastructure and the 
second saying that it is because the Russians wanted to maintain the infrastructure in operable 
condition for their own use. Still, both reasons could be operative at the same time.)

The remainder of this section discusses some of the important reasons that the role of cy-
berattack in most combined-arms operational plans is inherently circumscribed. A key first 
step in directing fires is to identify suitable targets. Many kinetic targets are well-known and 
well-characterized—e.g., military bases, headquarters buildings, ammunition and fuel storage 
facilities, and telecommunications facilities. Accessing these targets can be planned as routes 
through three-dimensional physical space. By contrast, many targets in cyberspace appear and 
disappear from the Internet with the flick of a switch, to say nothing of an access path to them. 
Even worse, targets that minimize use of networked information technology are less vulnera-
ble to offensive cyber operations. Note that this statement is not synonymous with the use of 
advanced technology. For example, a Javelin anti-tank missile makes extensive use of digital 
electronics, but it is not connected to other systems (i.e., it is not networked). Thus, a cyber 
operation to disable Javelin missiles must be conducted on each individual missile—a daunting 
task on a fast-moving battlefield.48 

Matching weapons to targets is an important second step. Compared to kinetic weapons, the 
effectiveness of a cyber weapon depends heavily on the target’s characteristics. Any ship hit by 
a torpedo with a sufficiently large warhead will be damaged, whether the ship is made of wood 
or steel. Anything within the crater of a nuclear weapon will be destroyed, regardless of how it 



HERBERT LIN

FALL 2022 | 39

was built. A few physical parameters (e.g., target hardness, yield of weapon, distance between 
point of weapon impact and the target) mostly determine the damage suffered in a kinetic at-
tack.  The nature of target-weapon interaction with kinetic weapons can usually be estimated 
based on physics experimentation and calculation. Most importantly, a sufficiently small but 
non-zero change in the properties of the target or the weapon generally will result in a small 
change in the damage inflicted by the weapon.

This is not true for target-weapon interactions in cyberspace, because the alteration of a 
cyber target by one bit, which is the smallest change possible in a cyber target’s characteris-
tics, can completely change the response of the target to the weapon. For example, it may be 
a one-bit difference in configuration that instructs a targeted system to accept or not to accept 
data from the Internet. Set one way, a bit can enable an adversary to gain access to the target 
through the Internet using a particular technique. Set the other way, the use of that technique 
can be entirely prevented, and thus a cyberattack based on that technique will have no effect 
at all on the targeted system. In cyberspace, physics and continuous mathematics provide no 
assistance in calculating or estimating expected effects.  

Extreme dependency on small details as to target characteristics has several deleterious con-
sequences that increase the difficulty of making accurate predictions about the outcomes of 
an offensive cyber operation. For example, in contrast to kinetic weapons, the weapons and 
capabilities of offensive cyber operations are often customized in detail to the specific target(s) 
against which these operations may be directed, particularly when precision of attack is needed 
(for example, to minimize collateral damage). Yet customization generally is time-intensive and 
technically demanding.49 Put differently, “off the shelf” weapons and capabilities to support of-
fensive cyber operations are far less available than is the case with their kinetic counterparts.

Intelligence information on target characteristics must also be precise, high-volume, 
high-quality, current, and available at the time of the weapon’s use. For example, key intel-
ligence information may include whether a certain patch has been installed in the target’s 
operating system. Unless the targets of interest have been extensively probed (“prepared”) in 
advance, such detailed information is generally unavailable on a timely basis in a highly dy-
namic environment, especially in battlefield environments in which individual platforms are 
online and offline at unpredictable intervals.

Assuming that targets have been identified and offensive capabilities programmed against 
them, a subsequent step is to conduct the cyberattack. However, two timelines must be compat-
ible if the cyberattack is to be useful. The first is how long it takes for a cyberattack to realize 
its effects on its target. The second is driven by the overall operational plan, which will often 
involve other military operations conducted on land, in the air or space, or at sea.  

One of the most critical dimensions of an operational plan is proper synchronization of the 
various activities in the plan, without which the effectiveness of the plan can be significantly 
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diminished. For example, adversary surface-to-air missile sites and radars need to be destroyed 
or disabled before friendly penetrating aircraft come into range—suppression of enemy air de-
fenses (SEAD) after that point will do much less to enhance bomber penetrativity.

Success rates are quite high for cyberattackers who have the luxury of unlimited time to 
penetrate a target’s cyber defenses, yet no reasonable operational plan allows for unlimited 
time frames. In addition, the time needed to penetrate adversary defenses is highly variable—it 
may take a few minutes or many days, depending on the attacker’s luck of the draw. While 
no defense, no matter how strong, can withstand a concerted cyberattack indefinitely, robust 
defenses can prolong the time it takes for an adversary to succeed. Such delays can upend 
the synchronization of an operational plan and thereby significantly diminish the impact of 
cyberattacks.

To reduce time delays and make attack timelines more predictable, would-be attackers of-
ten try to prepare a cyber target well before the actual attack, for example, by surreptitiously 
installing a “back door” that gives the attacker access at a later time. Such access can be used 
to download a customized attack payload that accounts for new intelligence information be-
coming available. Advance preparation facilitates prompt access that circumvents the target’s 
cyber defenses, but many targets are not susceptible to being prepared in advance. 

Lastly, in contrast to kinetic attacks, the state of the art in assessing damage caused by cy-
berattacks is still primitive. Damage caused by a cyberattack is usually invisible to the human 
eye. Returning to the SEAD scenario—if the intent of the cyberattack is to turn off the power to 
a specific radar installation in the nation’s air defense network at a specific time, it will be diffi-
cult to distinguish between a successful attack and a smart and wily defender who has detected 
the attack, shut the power down, and can turn it back on at a moment’s notice. By contrast, 
a radar destroyed by an anti-radiation missile leaves debris scattered about and a smoking 
hole in the ground, visually confirming a successful attack. Commanders need to know that 
a SEAD attack was successful, and attacking with an anti-radiation missile is more likely to 
yield a high-confidence answer than the use of a cyberattack. In integrating cyberattack into 
combined arms operational planning, commanders must therefore expect greater uncertainty 
with cyberattacks than with their physical world counterparts, which in turn may cause more 
reliance on the latter depending upon the mission.	

CONCLUSION
The Cyber Peace Institute’s timeline of cyberattacks on Ukraine confirmed an uptick in the 

weeks before the ground invasion began,50 but these attacks were more or less consistent in 
intensity and significance to other attacks that Ukraine had experienced over the past several 
years. By contrast, in the weeks and months before the invasion, Russia deployed unprecedent-
ed numbers of troops to Russian-Ukrainian borders. These deployments understandably took 
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center stage in the Ukrainian consciousness, and these troops—rather than the cyberattacks—
were widely viewed as the primary element of an attempt to force Ukraine to accede to Russian 
political demands, such as a change in the Ukrainian constitution to forbid NATO membership 
permanently. In any event, given Ukraine did not accede to Russian demands, it is fair to say 
that neither Russian cyber operations nor troops were successfully brandished to achieve a 
coercive effect on Ukraine.

What about warfighting? How and to what extent, if any, have Russian offensive cyber capa-
bilities improved Russia’s ability to degrade Ukrainian military power or effectiveness? There 
have been no reports of cyberattacks against Ukrainian weapons systems or military command 
and control systems per se. As suggested above, cyberattacks are less effective against targets 
in the category of “absolutely, positively must be destroyed or disabled with high confidence 
and certainty or on a certain timetable.”  

On the other hand, cyberattacks can be more useful when directed against a target set con-
sisting of many entities, only some of which need to be destroyed or disabled to have a signif-
icant effect. (This attack scenario would be analogous to the Nigerian prince seeking suckers 
who will send him money and sending out millions of emails, knowing that he will make mon-
ey even if only a very small fraction of recipients responds positively. In this case, the prince 
does not particularly care who responds, only that some do.) Moreover, cyberattackers who are 
indifferent to any external timetable can take as much time as needed to obtain results. 

The planning and operational coordination of cyberattacks that satisfy the “some out of 
many” condition above is also much simpler. A relatively simple statement of intent to the 
cyberattackers likely suffices for command and control—"go forth and damage Ukrainian insti-
tutions that provide government, military, and economic functions, that inform the Ukrainian 
public, or that constitute Ukrainian critical infrastructure.”51 Such cyber operations need not 
be timed carefully to synchronize with other operations, yet a large number of cyber operations 
occurring in the same general time frame with a large number of kinetic operations will often 
result in some of each happening contemporaneously. Thus, it may appear as though cyber and 
kinetic operations were deliberately synchronized. Many of the cyberattacks conducted against 
Ukrainian infrastructure in the days immediately after February 24 appear to be of this nature.

It is also noteworthy that the synchronization of cyberattacks with a larger operational plan 
is not needed; such attacks can be conducted by parties other than Russian military cyber oper-
ators. Russian cybercriminal groups are quite capable of conducting such attacks on their own, 
and should they do so their activities would be largely indistinguishable from those of military 
cyber operators, at least initially. 
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Finally, in trying to understand the significance of Russian offensive cyber operations against 
Ukraine, it is important to keep two points in mind.  First, many possible reasons have been 
offered as explanations for the paucity of Russian offensive cyber operations against Ukraine; 
others no doubt will be posited in the future.  It is almost certainly true that there are multiple 
reasons for this surprising outcome. Ground truth on the “real” story will be elusive, pending 
debriefings with senior Russian commanders and other decision-makers (a prospect that does 
not appear probable any time in the near future). 

Second, as of this writing, the war is still going on, it still appears to be indefinite in duration—
nowhere near conclusion, and its outcome remains in doubt. If the ground invasion continues 
to stall, Russia may yet turn to large-scale cyberattacks,52 either on Ukraine or the West or both, 
to put pressure on Ukraine for concessions or on the West to cease or cut back on its military 
support for Ukraine. Such attacks would depend on high-level decisions and resource availabil-
ity (i.e., tools, personnel, and knowledge/intelligence). At this point, however, it is simply a fact 
that Western intelligence sources lack insight into what senior Russian decision-makers will 
choose to do in the future. Thus, conclusions regarding the importance of cyber operations to 
the conduct of the Russian-Ukraine war are preliminary at best, and generalizations about the 
strategic utility of offensive cyber operations for coercion are almost certainly premature.  
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ABSTRACT

National security communities cannot protect all their information. Yet the exigencies 
of cyber security and identified network vulnerabilities are trumping more strategic 
consideration of information protection, and national security communities have 
found it difficult to adhere to clear and defensible information protection principles. 
A more strategic approach would focus on identifying and prioritizing the most im-
portant organizational information; a defense that aligns information security re-
sources to the most important information, with a clear view of the actions needed to 
protect against the intelligence capabilities of strategic competitors; and, established 
mechanisms for situations when preventive security measures will so often fall short, 
which include standing deception plans and well-coordinated reparative measures. 
Without defensible principles, the immense cyber security investments being made 
will not have the desired information security effect. 

INTRODUCTION

Should national security communities1 care as much as they seem to about cyber 
security?2 The orthodoxy would suggest that this is an absurd question. National 
governments have habitually accelerated the provision of resources to improve cy-
ber security.3 Strategic and technical commentary alike define the cyber domain as 

a central consideration in any notion of success in future conflict.4 Credible commentators 
are not questioning cyber security’s importance to national security or arguing to limit 
cyber security resources. More cyber security is the convention. Accordingly, national se-
curity communities have made considerable effort to broadly improve cyber security.  
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Nonetheless, the familiar aphorism “tactics without 
strategy is the noise before defeat” comes to mind. Tra-
ditional national security models that demand high 
levels of broad information assurance—including of 
classified information—are becoming increasingly un-
tenable as information becomes easier to disclose. Al-
though it is not specific to a particular national securi-
ty community or country, a preoccupation with cyber 
security is analogous (in the contemporary security 
environment) to a pre-occupation with the tactical and 
technical aspects of security. This preoccupation has 
precluded a more strategic concept of protecting the 
most important information and information links5—a 
nation’s Crown Jewels—based on clear and defensible 
principles. Attention to cyber security is crowding out 
the more important considerations of how to protect 
a nation’s most important information in the face of 
an immense contemporary intelligence threat. A stra-
tegic approach irrefutably requires extensive cyber 
security efforts; cyber security is a fundamental tech-
nical and tactical tool that is essential for the defense 
of critical information, but it is not the only tool that 
is needed. National security communities should look 
beyond this single aspect, if major investments in cy-
ber security measures are to prove meaningful.

The rapidly changing threat environment has made it 
difficult for policymakers to enunciate clear and defen-
sible information protection principles. The dearth (in 
the cyber security literature) of concepts such as: infor-
mation protection beyond cyber security; senior leaders 
as the most valuable intelligence targets; the value of 
deception in defending information during peacetime;6  
the profound vulnerability of classified information to 
compromise; and the importance of reparative actions 
as a key and integrated component of national strate-
gies suggests that national security communities are 
encumbered by the need to address urgent cyber secu-
rity challenges at the expense of more strategic consid-
eration of information protection.

Brigadier Martin White is an Australian mili-
tary officer. He has served in a range of military 
appointments, including operational service 
in Timor Leste, Afghanistan, and Iraq. Martin 
received a Conspicuous Service Cross in 2016, 
among other awards. He completed his Ph.D. 
in defence policy and energy security from La 
Trobe University. The views represented in this 
article are the author’s alone.
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There are six principles that may contribute to the overall coherence of a national security 
community’s approach to protecting its Crown Jewels. These principles outline the need to 
clearly identify the most important information; to ensure detailed understanding of all intel-
ligence capabilities used by strategic competitors; and to establish mechanisms to deal with 
the failure of preventive security measures. The principles are:

1.	Cyber security represents a critical tactical and technical tool but should always be 
framed within a broader strategic concept to protect a nation’s Crown Jewels.

2.	National security communities must clearly prioritize the information they seek to 
protect. But even if information protection is done well, a national security community 
will still only be able to defend a fraction of its information over time.

3.	The intelligence capabilities of strategic competitors should be habitually assessed 
against the protections offered to a nation’s Crown Jewels.

4.	Senior leaders should be the highest priority for information protection measures.

5.	Planned deception measures should be enacted as a standing operation in peacetime, 
to provide a temporal advantage in the event of a conflict.

6.	Reparative arrangements in the aftermath of information compromise should be more 
comprehensively integrated in national strategies.

Senior leaders should devote less attention to the tactical and technical aspects of cyber 
security and base their guidance on defining and defending the most important national 
information using these six principles, where such protection will offer a decisive advantage 
in the event of conflict.

THINKING LIKE A SPY

1. Cyber security represents a critical tactical and technical tool but should always be 
framed within a broader strategical concept to protect a nation’s Crown Jewels.

Over recent years, national security communities have sought to consolidate their vast 
numbers of disparate information and computer networks,7 and to provide greater infor-
mation security to the military industry.8 In Australia, the Department of Defence has min-
imized the number of standalone information systems in operation.9 More than 700 stand-
alone systems, regularly built by military units who needed to achieve a specific task, were 
sometimes not maintained with sufficient cyber security hygiene and presented a risk to 
organizational information.10 The Department of Defence pursued the closure of these stand-
alone systems as a priority. Progress reports identified the number of standalone systems 
taken offline as a key metric.

Once the vulnerability was recognized, the efforts to shut down an individual system as 
soon as possible could be considered quite rational—a systematic solution (a reduction in  



50 | THE CYBER DEFENSE REVIEW

TACTICS AND TECHNICALITIES UNDERMINING STRATEGY

attack surface, to allow cyber security resources to be more focused) to progressively address 
a challenging, identified risk. However, when looking at this solution from an intelligence 
targeting perspective, another view emerges.

If an intelligence collector had identified the Australian military’s standalone systems as 
priority targets, that collector could observe the system closure process. It is reasonable for 
the intelligence collector to assess that the systems first closed were the easiest to remove 
from operation. In a process that prioritizes withdrawing individual systems as soon as pos-
sible, the first closed systems may well contain the least important organizational informa-
tion. If the closure of a specific system would negatively impact an important organizational 
function, that higher priority system would need to remain operational for longer. This sim-
plifies targeting for the strategic competitor, leaving them to take actions such as metadata 
analysis or exploitation of known software vulnerabilities in order to obtain intelligence. And 
higher value information was raised in profile because a technical and tactical approach was 
applied. The standalone systems needed to be closed because of intelligence concerns, yet 
the likely actions of an intelligence collector were inadequately mitigated.

The simplified risks presented in this short case study are by no means unique to military 
organizations or to any specific country. Most countries are grappling with the same chal-
lenges, often under intense public or political scrutiny. In the rush to enhance cyber security 
in an immediate and tactical way through decisive actions, it is possible that the actions 
taken are unintentionally weakening security associated with the most important national 
information, and do not clearly account for how intelligence collectors operate.

Cyber security is a term used so commonly now that it is often not clear what it encom-
passes or what it is that national security communities must secure. The 2018 US Depart-
ment of Defense Cyber Strategy was non-specific, identifying the need to “defend its own 
networks, systems (and) those networks and systems operated by non-DoD Defense Critical 
Infrastructure”; that is, virtually everything that might be related to cyber.11 The term is 
regularly used with impossibly high criteria,12 and with non-specific objectives relating to 
whole-of-organization (or even whole-of-nation) cyber security. National cyber strategies all 
have excellent intentions, but they consistently try to satisfy many competing priorities, with 
little sense of what bounds the problem and focuses the resources.13 And the demand for 
more cyber resources is relentless.14

Of course, definitions and boundaries matter little to intelligence collectors, and they have 
few concerns about where they get their information.15 To be sure, cyber operations are very 
effective because so much information is now digitized. But whether information comes from 
a cyber-exploitation operation, electro-optical satellite imaging, mobile telephony intercep-
tion, or human intelligence, is largely irrelevant. In fact, many nations deliberately seek to 
gain intelligence from a broad range of sources to increase confidence in their assessments. 
Therefore, actions to pursue cyber security in a manner that is disengaged from the broader 
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problem of information protection would be futile, if other means of obtaining the same in-
formation are also available for an intelligence collector.

Further, an intelligence collector would be attentive if their national security target sought 
to broadly apply cyber security measures across many networks and systems—to seek an 
average standard of protection for everything—rather than focus security measures on their 
Crown Jewels. An effort to apply similar levels of information security across many systems 
may have had some merit prior to the information age, where any intelligence collection was 
felt to have some value. However, as information has become far more accessible, the great-
est intelligence value can be gained by focusing the collection of multiple intelligence assets 
on the highest value information.

If a national security community is not clear and consistent over time about what its most 
important information is; has not anticipated seeing much of its classified information com-
promised over time; and has not protected its most important information in a prioritized 
way, a concentrated intelligence effort could prove particularly damaging.

Put simply, intelligence collectors will consistently seek the most valuable information for 
the least effort and will often aggregate a diverse range of collection capabilities to obtain 
important information. When considering the problem from this perspective, averaging out 
cyber security resources across many information systems may not be most effective and 
may even be futile if the highest priority information disclosures can occur through non-cy-
ber collection.

A FAIR GO FOR ALL (INFORMATION)

2. National security communities must clearly prioritize the information they seek to 
protect. But even if information protection is done well, a national security community 
will still only be able to defend a fraction of its information over time.

Priorities are inherent in all national security decisions. Senior leaders must constantly 
make choices that privilege certain missions, agencies or capabilities above others. It is 
therefore surprising how rarely the idea of information prioritization features in policy and 
commentary, when commentary on cyber security is so prolific and when information is 
considered such a strategic resource. Aspects of prioritization sometimes appear, as in the 
periodic debate about the importance of protecting (or not protecting) metadata. But this is 
the exception.

Information needs to be prioritized to allow the most important information to be defend-
ed. This tenet is not consistently represented in national policies or in cyber commentary. 
Conversely, equity is often the governing aspect. There is a sense in policy and commen-
tary that all information can be protected or, that national security communities should try 
to offer near-complete protection. An apparent failure to protect information—even if not of 
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particularly high value—from cyber exploitation is often met with heavy criticism. However, 
trying to protect all information (including classified information) and mitigate all possible 
vulnerabilities—either as a deliberate policy or through the inertia of continuing what is al-
ready established—will remain prohibitively expensive16 and will divert resources from the 
most important areas.

To be sure, official information necessitates a range of technical security measures that 
demonstrate its priority over information held in the private sector. For example, information 
classification, the vetting of personnel and physical security measures are long-established 
methods that demonstrate prioritization of higher-value information is necessary and is im-
portant to national security communities. Yet national policies relating to cyber security 
contain few references to the prioritization of information to defend, and rarely acknowledge 
that cyber-attack is but one of many vectors that a strategic competitor may use to obtain or 
disrupt information.

Two recent authoritative national policy documents underscore this point. Neither the 
2018 US National Cyber Strategy17 nor the 2016 Australian Cyber Security Strategy18 prior-
itized the most important information as a key aspect of the strategy, nor did either strategy 
enunciate that cyber-attacks are only one way for a threat to gain information or disable a 
system. National strategies consistently highlight the growing resources being applied to 
cyber security19 however, the magnitude of resourcing is a poor gauge if the protection is not 
optimized. For instance, Australian national cyber security resources have historically been 
allocated to respond to “the full range of cyber incidents from national crises to…individual 
members of the public,”20 indicating that information is treated equally. This is not consistent 
with a national policy that prioritizes resources to contend with the most significant threats.

There are often minor references to information prioritization in lower-level technical doc-
umentation. For example, the Federal Communications Commission’s cybersecurity advice 
to small business refers to the protection of “critical data.”21 A 2019 Australian Information 
Security Manual articulated a sub-principle that “the identity and value of systems, applica-
tions and information (should be) determined and documented.”22 Such references demon-
strate that the concept of information prioritization has been enunciated, but these scant 
references do not represent a fundamental approach to information security.

Commentators have mostly approached cyber security in a similar way, seeking urgent, 
broad improvement but with few references to prioritization. Some commentators have 
argued that certain industries should be prioritized,23 although national governments are 
sometimes ambiguous when describing the parts of the economy that constitute critical 
industries (or perhaps more importantly: what industries are less critical).

A common cyber security metric has been the number of cyber security specialists in 
employment, with the consistent view that there are too few and they do not have sufficient 
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training.24 The recruitment of cyber specialists for national security purposes is clearly an 
important challenge, and most security communities believe their nation needs more.25 This 
may well be so. But such discussion must be contingent on the information that must be 
protected. The necessary size of a cyber workforce will be difficult to quantify until there is a 
clearer understanding of information protection priorities. Where there are other non-cyber, 
intelligence vectors where certain information can be compromised, the size of the cyber 
workforce is only part of a solution. And public debate rarely touches on the need for a work-
force to be assigned to other information protection functions, such as mitigation against a 
strategic competitor’s satellite collection; Russian military forces occupying Ukraine may 
wish they had considered this type of intelligence collection in greater depth.26

There are rational explanations for the lack of attention to information prioritization. First, 
there is a genuine public and political desire for national security information to be more se-
cure, and policymakers do not want cyber-attacks against their national security community 
to succeed. As a result, some commentators view data loss as a preventable failure.27 Second, 
policymakers want to be seen to be listening to and responding to the concerns of all citizens, 
and many citizens are indeed concerned about cyber security.28 Stated priorities for infor-
mation protection could ostracize some parts of the public or the security community. Third, 
the cyber threat is so immense that it can be difficult to establish a principles-based strategy, 
as “the urgent” overrides “the most important” and there is a need to be seen responding to 
all cyber vulnerabilities. Fourth, there is a high level of trust in classified networks because 
of the additional security measures established within these networks, and this could cause 
complacency. Finally, there is a degree of faddism relating to the (relatively novel) topic of 
cyber. Some commentators may profess views while having limited knowledge of the sub-
ject. It is also possible that no policymaker wants to be seen to accept a perceived or relative 
weakening of cyber security, which would occur if some areas were preferred over others.

Ultimately, a lack of prioritization and the belief that any information compromise is bad 
detracts from the pursuit of a more strategic approach to information protection. A strategic 
approach would coordinate prioritization of cyber and non-cyber efforts to achieve a credible 
information defense for a nation’s Crown Jewels. This means that other information becomes 
a lower priority and may be more readily disclosed. National security communities clearly 
have information and information links that are critical to their business. Whether these 
information and information links are plans for new military hardware, or specific secure 
links between intelligence agencies, or a specific highly sensitive mission, national security 
communities should clearly understand where resources must be applied to optimize infor-
mation protection.

When nations make immense cyber security investments, they strongly signal that infor-
mation security is a priority. But if information security truly is a priority, national securi-
ty communities must focus beyond tactics and technical aspects. They must prioritize the  
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information that must be protected to maintain an advantage in the event of a conflict, then 
seek to protect these Crown Jewels (through cyber security and through other non-cyber 
investments in security) against strategic competitors. In this way, nations will consider the 
intelligence capabilities available to sophisticated strategic competitors. 

THE WHOLE TRUTH

3. The intelligence capabilities of strategic competitors should be habitually assessed 
against the protections offered to a nation’s Crown Jewels.

The intelligence threat from strategic competitors is largely a concealed problem. Senior 
leaders often do not know if intelligence collection against a national security community 
has been conducted, and the public will know even less. Counterintelligence can also be an 
expensive and practically limitless undertaking.29 With so many competing priorities for 
resources and for senior leaders’ attention, few are enthused by the prospect of a largely 
amorphous and distant problem with challenging metrics and an expensive upkeep usurp-
ing what is currently seen as a relatively straightforward (and mostly unquestioned) ability 
to assign resources to cyber security.

Put simply, why would national security communities make information protection a big-
ger problem? The answer to this question lies in the intelligence threat that national security 
communities face from the full range of intelligence collection capabilities maintained by 
sophisticated strategic competitors. Perhaps most critically, intelligence collection during 
peacetime has the potential to decisively jeopardize a nation’s preferred operating model in 
the event of conflict.

Most nations need no convincing that their information is targeted by strategic competi-
tors. However, the extent of intelligence collection is rarely fully explained, and the promi-
nence of cyber threats masks a complete view of threats to critical information. Intelligence 
collection now comprises an immense range of sophisticated capabilities. These include sat-
ellite and ground systems;30 many human intelligence techniques;31 underwater acoustic 
collection systems;32 video surveillance;33 and, un-crewed intelligence collection platforms,34 
to name just a few.

Underpinning intelligence collection is a range of fusion and analysis capabilities, now 
enabled by technological advancement in data analytics. Sophisticated fusion and analysis 
capabilities offer a range of benefits, such as allowing intelligence to be focused against 
targets of interest and ensuring that data can be quickly aggregated. China’s prioritization 
of “informatized warfare” and of its military Strategic Support Force are examples of nation-
al-level efforts to improve information fusion.35
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The following diagram outlines many of the intelligence collection capabilities that are 
currently targeting national security communities. Each of these capabilities represents a 
discrete means to disclose information. And when aggregated against a specific information 
requirement, it is difficult for a national security community to mitigate, especially over time.

 Figure 1: Intelligence collection, by domain

To be sure, every strategic competitor has competing priorities that demand intelligence 
effort. However, intelligence resources will mostly be concentrated against valuable infor-
mation targets; particularly national security community targets. If a national security com-
munity does not identify and offer adequate and consistent protection against a range of 
intelligence threats over time, it is foreseeable that the most important information will be 
compromised at some point or another. 

If a national security community does identify its Crown Jewels and seeks to deny access 
to this information to sophisticated strategic competitors, the information would need to be 
protected, over time, from all forms of threat intelligence as noted in Figure 1 and not just 
from cyber exploitation. This is no trivial undertaking. Figure 1 suggests that a strong cy-
ber security capability would only partially protect a national security community’s Crown 
Jewels. Cyber security alone does not mitigate the intelligence threat. Indeed, a nation with 
strong cyber security but weak security (or unclear security objectives) in other domains in-
vites information theft by herding intelligence collection into its weaker domains. Typically, 
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sophisticated intelligence assessment organizations seek information that has been derived 
from a range of sources to provide greater validity to their assessments.

Alternatively, nations are not compelled to benchmark against the most sophisticated in-
telligence threats. There are different levels of information security that a national security 
community may achieve, and it may be reasonable for senior leaders to pragmatically accept 
more risk while ensuring information protection against a less sophisticated intelligence 
threat. For example, senior leaders may accept that sophisticated threat intelligence will 
gain more information than they would prefer, but establish measures to ensure that terror-
ist groups are unable to access the personal details of intelligence personnel. Senior leaders 
regularly make these sorts of risk management decisions across all parts of national security 
strategies.

But most nations and their security communities have not made this trade-off. Given the 
considerable investments made by nations in cyber security in recent years, and the strident 
policy statements outlining the need to mitigate cyber-attacks,36 one can only conclude that 
nations have the intention to protect important information from the most challenging in-
telligence threats. As stated, focus on cyber security does not offer this protection. It makes 
little sense to invest significantly in cyber security without dealing with the threat to the 
same information from all types of intelligence collection, or without specifically prioritising 
protecting the most important information. The broader aspects of information protection 
(beyond cyber security) are largely absent from the public discourse.

Figure 1 also shows information trends that national security communities must consider. 
First, there are few geographic and temporal boundaries for intelligence collectors. While 
some have sought to characterize intelligence collection purely in a conflict context,37 most of 
the identified threat intelligence capabilities can be directed towards priority targets at any 
time. For example, military and commercial satellite collection can often occur anywhere in 
the satellite footprints and will mostly be conducted outside periods of conflict.

Second, Figure 1 makes no delineation between “private” and “work” communications 
systems, or between “training” and “operational” communications. If a senior leader uses 
a personal email account, those communications are considered an equally valid target as 
an official email account. Training activities are as valid intelligence targets as operational 
deployments. And a temporary lapse in protection can result in permanent information dis-
closure.

Third, many of the data sets from individual intelligence collection methods can now be 
compared to other data sets, offering a range of insight to a strategic competitor that may not 
even be apparent to the targeted nation. Protecting a small amount of specific information, 
over a long period of time, is becoming an immense challenge.



FALL 2022 | 57

MARTIN WHITE

LEADERSHIP IS LESS LONELY WITH A CONSTANT COMPANION

4. Senior leaders should be the highest priority for information protection measures.

Intelligence agencies are no different from other organizations in that they seek the great-
est possible effect at the lowest cost. It may be a popular mantra that a country like China 
will focus on a “thousand grains of sand” intelligence strategy,38 but this surely misses the 
reality that threat intelligence agencies will seek the most efficient way to access a nation’s 
Crown Jewels. 

While sources like insider threats will remain valuable, sophisticated intelligence collec-
tion is likely to focus on national security communities via two main vectors. First, intelli-
gence collection will target senior leaders. Second, intelligence agencies will collect massive 
quantities of lower-value data, on tactical platforms, more junior personnel and communi-
cations systems, to undertake big data analysis. The first method is very efficient and may 
provide authoritative information; the second method will establish correlations that may 
not otherwise be apparent and can improve a strategic competitor’s technological capacity.39

Senior leaders can reasonably be considered a rich source of intelligence for a strategic 
competitor and should anticipate foreign intelligence agencies being their perpetual but un-
seen attendant. This is because senior leaders handle information that is authoritative, time-
ly, accurate, and distilled. Further, senior leaders are consistently mobile due to the nature 
of their work. While senior leaders will have access to equipment and training to provide 
information security, they also often rely on poorly secured communications systems (such 
as mobile telephones and the internet), effectively voiding some of the established system-
ic security advantages. Senior leaders also leave lengthy trails of metadata breadcrumbs 
through their often-extensive communications.40

Indeed, there is ample evidence of the problems associated with relying on specific in-
telligence that is not derived from senior leaders. Secretary of State Colin Powell famously 
based his 2002 justification for the Iraq invasion on communications intercepts of mid-level 
Iraqi officers.41 Subordinate officials will consistently not have the same context or informa-
tion accuracy as senior leaders. Therefore, targeting senior leaders meets the requirement 
for intelligence collection efficiency—importance of information, accuracy and timeliness of 
information, and ease of access.

There is little reference in strategic policy or cyber security literature about the fact that 
senior leaders make the best intelligence targets, or should be a priority for cyber security. 
This is a shortfall in the literature which skews the view of cyber security priorities and 
necessary measures to protect Crown Jewels. While some may argue that it is obvious that 
senior leaders are a primary target for intelligence, it is difficult to conclude that their infor-
mation security is consistently prioritized.
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National security communities’ most important information will be handled mostly by its 
most senior people. The fact that senior leaders rely heavily on poorly secured communica-
tions platforms, thereby negating many of the advantages associated with specific security 
measures designed for senior leaders, underscores the intelligence opportunity for any stra-
tegic competitor. Contemporary cyber security policy and commentary only occasionally 
emphasize this point. The tactical and technical approach to cyber security has trumped a 
more strategic consideration of protecting a nation’s Crown Jewels.

FOOLING SOME OF THE PEOPLE, SOME OF THE TIME

5. Planned deception measures should be enacted as a standing operation in peace-
time, to provide a temporal advantage in the event of a conflict.

Returning to the Australian military’s challenging standalone system problem (described 
earlier), one alternate approach follows. The objective of this alternate approach is to close 
the systems with higher value information as soon as possible, while using the lower value 
systems to distract intelligence collectors.

The Australian military will initially leave all of its standalone systems operating, to pre-
vent easy identification of the highest value systems. Over time, some of the systems with 
the lowest value information will be deliberately made less secure (for example, by failing to 
patch software vulnerabilities), making them comparatively easier cyber targets. Additional 
low value or bogus information will be added to the lowest value systems, and these low 
value systems (and the apparent desire to close them down) will be more widely known by 
intelligence collectors. In the intervening period, the priority will be placed on hardening the 
most important standalone systems and getting the information ready to be transferred to a 
more secure enterprise network. The highest value systems will then be withdrawn, before 
the lowest value systems.

Such an approach may or may not have been feasible for the standalone system problem. 
However, the establishment of a credible operational deception plan during peacetime to 
protect a nation’s Crown Jewels and provide a temporal advantage during conflict will often 
be viable and offer great benefit. In this example, deception measures raise the cyber risk 
for some lower value systems but reduce the overall enterprise risk associated with the en-
tire standalone system problem. Deception may even turn existing information risk into an 
intelligence opportunity, as a national security community can monitor intrusions onto the 
lower value systems.

Even after prioritizing the Crown Jewels and mitigating the specific risks associated with 
sophisticated intelligence collection, a national security community’s information can still 
be compromised. This is an information age reality. An operational deception plan resourced 
and conducted during peacetime provides an additional layer of protection to a nation’s 
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Crown Jewels. Such an approach accepts that national security communities must be on an 
operational footing at all times. Some have termed such a peacetime approach as gray zone 
operations.42

Deception is well understood across national security communities. Some agencies and de-
partments have existing doctrine to leverage. Some of this doctrine identifies the importance 
of deception to cause an adversary to “squander intelligence assets” and “form inaccurate 
impressions.”43 If national security communities accept that they cannot prevent a strategic 
competitor from gaining access to important information at all times, deception offers a sec-
ond chance to protect or sufficiently obscure a nation’s Crown Jewels. 

An operational deception campaign should be centrally coordinated and have numerous 
aims. It may seek to: make certain capabilities appear stronger for deterrence reasons; make 
it difficult for an intelligence collector to distinguish real information from false informa-
tion; make certain information more prominent to induce a certain action; limit exposure of 
certain national capabilities that would be critical during conflict; and confuse a strategic 
competitor as to who may be a key decision-maker in different situations. Rather than apply 
deception measures across all information sources, an operational deception plan should be 
prioritized to deceive intelligence collectors if they gain access to the security community’s 
most important information.

Deception must be coordinated, but it does not demand perfection. In some cases, present-
ing multiple alternative pieces of information may reveal a deception campaign, but still 
prevent a strategic competitor from understanding a situation clearly. Deception can also be 
effective against non-cyber threats; for example, deliberately inserting bogus information 
onto a government information system may mitigate some of the risk associated with an 
insider threat (like the case of Edward Snowden) stealing information.

To be sure, deception entails some reputational and operational risks. First, in a society 
that values transparency and honesty, deception represents a partly conflicting approach. If 
a security community actor was publicly exposed injecting bogus information onto a govern-
ment information network, how would this be perceived? Second, if a deception operation is 
exposed, a national security community may have surrendered information it did not need to 
give up, or a strategic competitor can view the typical deception activities. Third, if not done 
properly, there is a risk that the organisation could deceive itself in various ways. However, 
these risks can be mitigated by using deception measures sparingly and as a second chance 
only for the most important national security information.

In summary, even if a national security community has prioritized resources to harden its 
most important information, the most sophisticated information protection measures can 
sometimes fail. Deception offers a second chance, and the application of deception measures 
should be prioritized towards safeguarding the highest value information.
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PLANNING TO FAIL?

6: Reparative arrangements in the aftermath of information compromise should be 
more comprehensively integrated in national strategies.

The need to conduct reparative actions and consequence management44 after a signifi-
cant information compromise is well known to cyber practitioners but is less prominent in 
national cyber security strategies. For example, Rothrock argued in the Fall 2017 The Cyber 
Defense Review that an effective plan requires security, but also requires “resilience: the 
ability to fight back, quickly and effectively.”45 Given the extraordinary rate of information 
compromises relating to governments and businesses that are identified publicly (and the 
likely higher number of undisclosed compromises), the paucity of reference to reparation 
within national cyber strategies (and the disjunction with the known, active approach taken 
by cyber practitioners to combat cyber security breaches46) is curious.

Beyond cyber security, it is common for an organization or government to provide limit-
ed detail on how it would manage consequences in the aftermath of a significant incident, 
when such an incident could be linked to the failure of that organization or government to 
take sufficient preventive action. Prevention is a predominant policy focus. Road safety is a 
perfect example: despite Western nations mostly having effective consequence management 
systems that save lives (such as ambulance networks), road safety strategies consistently do 
not refer to post-crash actions.47

The 2016 Australian Cyber Security Strategy did not refer to consequence management 
actions in the aftermath of a major information breach. Among more than 30 recommen-
dations, only one touched on post-incident requirements, and even this recommendation 
adopted an almost exclusively preventive focus.48 The future requirement for consequence 
management actions was absent (excluding a reference to the low uptake in cyber insur-
ance), suggesting a limited focus on post-incident considerations in the strategy. Similarly, 
in the US, the 2018 Department of Defense Cyber Strategy barely referred to consequence 
management in the aftermath of a breach.49

To be sure, there are reasonable explanations for the lack of reference in cyber strategies 
to reparative actions, even though reparative actions are well embedded in many assessment 
and response frameworks. First, it is (obviously) better to prevent a negative event than to 
have to manage its repercussions.50 Second, strategies consistently adopt a positive focus. If 
the public is a target audience for a strategy, one aim is almost certainly to instil confidence 
that the government has the ability to protect its citizens. Third, some governments may pre-
fer to restrict knowledge of their consequence management actions, to prevent cyber-attacks 
impacting their recovery efforts. Finally, reparative actions in some countries are simply 
under-developed or even hopefully avoided.
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Most of these explanations are unconvincing. Information compromises are so common 
now that most citizens would expect government departments to have well established 
clean-up strategies that are fully coordinated with broader strategies. Post-incident actions 
may be classified, but this would not stop them being referred to as an integral part of a 
strategy. Reparative actions simply should not be under-developed, given the likelihood of 
future successful attacks.

Perhaps most importantly, if reasonable security and resilience measures have been taken, 
a loss of information should not inevitably be viewed as a major failing on the part of the 
targeted organization. Successful intelligence collection is inevitable. If a national security 
community has prioritized protection for its Crown Jewels and rehearsed its reparative ac-
tions, loss of information may become an annoying reality of life, but will not undermine 
fundamental operating models.

No one seriously expects that there will not be major compromises of high-value infor-
mation at future junctures. Without a well understood strategy incorporating information 
protection and consequence management actions, national security communities could be 
exposed as much to the post-action repercussions as they are to the actual incident, and un-
realistic expectations may be created.

CONCLUSION
The technical and tactical aspects of cyber security are overshadowing more strategic con-

sideration of information protection across national security communities. Indeed, this phe-
nomenon is not specific to any particular security community or nation—it is widespread be-
cause there are many pressures and immediate challenges leading to this tactical approach. 
But as nations face sophisticated strategic competitors, their national security communities 
must be focused on a more comprehensive approach to protecting their most important in-
formation.

If cyber security is indeed a priority, it has presumably been given this priority because 
there is a need to protect national security communities’ information and information links 
from the most serious threats. If this is true, then a broad effort to achieve wide-ranging 
cyber security is neither addressing the full problem nor offering an adequate structure for 
future threats. This impacts the efficacy of cyber security investment.

The recommended principles outlined in this paper may add to the coherence of informa-
tion security plans and strategies. They are premised on the fact that a nation’s key infor-
mation can now be obtained in many ways, in large quantity, by a strategic competitor. It is 
hardly an alarmist position to predict that significant information compromises—including 
of classified data—are likely to occur regularly. Any national security community whose op-
erating model requires protection of certain information for it to be successful must be clear 
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about what its Crown Jewels are; prioritize the protection of those Crown Jewels against spe-
cific threat intelligence;  enact measures like standing deception plans to limit the benefit a 
strategic competitor can gain through effective intelligence collection; and develop compre-
hensive response and recovery plans to enhance resilience in the event of compromises and 
failures.   
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MULTI-MODAL THREATS

It is conceivable and probable that today’s adversaries have contemplated and recruited 
for event scenarios in which a physical crisis is pre-ignited by a series of more careful-
ly orchestrated cyber incidents.  As extremist groups grow bolder and attract younger 
more technology-astute prospects, there will be a convergence where both logical and 

physical attacks methods are used in concert towards a singular goal. These will be much 
more complex and targeted than the typical diversionary tactics we are prepared for today. 

This new breed of threat is multi-modal; it takes advantage of the operational silos be-
tween organizations, whether those are departments within a corporation, supply chains 
or competitors across an industry, regional government agencies across a nation, or multi-
ple governing nations across a global coalition. Planning such complex executions requires 
extremely intimate knowledge of the disparate targets and their relationships. 

In every sector there are vulnerabilities with the potential to affect both cyber and physi-
cal operations. Attackers are connecting the dots to create complex attacks utilizing multi-
ple disparate tactics, techniques, and procedures (TTPs) to amplify overall impact or create 
cross-sector ramifications.

Relationship Between Cyber and Physical Attacks

Not all multi-modal attacks are the same in purpose and effect. Several specific catego-
ries can be defined where cyber and physical threats intersect:

m	Precursor: This occurs when a party uses cyber-attacks on the infrastructure to 
prepare a target for a hostile takeover, as in the case of Russia and Georgia in 2008.1
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m	Scaffolding: Similar to the precursor modus 
operandi, scaffolding attacks disrupt the supply 
chain for a larger economic and/or operational 
attack, which may have been the focus of the Co-
lonial Pipeline attack.2

m	Direct Diversion: As a diversionary tactic, a sin-
gle party initiates a cyber-attack to redirect re-
mediation resources away from a physical target.3

m	Indirect Diversion: in this scenario, the party 
that performs subsequent cyber-attacks is ex-
ploiting the advantage of another party’s conflict, 
as we currently see with several uninvolved na-
tion states increasing their cyber-attacks during 
the Russia-Ukraine conflict.4

It is important to note that not all multi-modal attacks 
start with a cyber-attack. In the case study on electro-
magnetic pulse (EMP), it is the physical attack that crip-
ples many electronic capabilities including communi-
cations and internet routing devices.

Case Study: The EMP (Electromagnetic Pulse) 
Threat

The most simplistic explanation of what an EMP at-
tack is: flooding an air space with electrons, so those 
electrons overload the capacitors and resistors in any 
electronics device in its path, rendering them inopera-
ble and, in many cases, irreparable. To be clear, an EMP 
attack is more complicated than a typical blast wave as 
it generates both short-term (M1) and long-term (M3) 
effects. To make matters more complicated, EMPs can 
travel great distances and are frequently created by 
solar flares, but are protected by the earth’s magnetic 
shield. 

This adversarial threat comes in two form factors: (1) 
detonating a nuclear device at an altitude high above 
their target, or (2) using smaller devices, known as 
EMP cannons, to affect a specific facility. The national 
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risk of a major EMP event created by a nation-state actor is considered extremely high impact 
but low probability. Groups such as InfraGard’s National Disaster Resiliency Council (NDRC), 
Domestic Electromagnetic Spectrum Operations (DEMSO) and the Energy Information Sharing 
and Analysis Center (E-ISAC) are focused on electromagnetic pulses as a disruption path to any 
target dependent on the resiliency of the electrical grid.5

Resiliency against EMP events is not simply an energy sector issue. During an EMP attack, 
the consumers of energy are most likely not protected. Where will power facilities be delivering 
energy? The prediction is that industries such as agriculture, food supply, transportation, com-
munications will only be able to operate at 10% capacity over an 18-month period.6 It has been 
estimated that a power generation facility that has 10% resiliency can still generate about 80% 
of the power needs it serves.7 Preparation is key, because the low probability of an attack still 
includes both man-made upper atmospheric nuclear detonation8 as well as the natural solar 
flare, such as the Carrington event of 1859.9

Beyond using EMP to disrupt technology and operations, high-value human targets are at 
risk. There is circumstantial evidence pointing to suspected localized low energy pulse attacks 
against US government employees both abroad (Cuba,10 Guangzhou11) and domestic arenas.12

Cross-Sector Affectation & Scaffolding Dependencies 

An attack in any one of these categories would leave the targeted region extremely vulnera-
ble to physical attacks. In many cases, a primary cyber-attack is used to simplify the secondary 
physical attack methods, as, after a cyber-attack, the normal protectors for minimizing physical 
damage have been significantly diminished.

Scaffolding dependencies, whereby the success of a high-level complex operation relies on 
the continued sustenance of one or more lower-level operations, further complicate matters, as 
indirect and/or collateral damage may far outweigh any direct destruction as direct effects tend 
to be acute while collateral effects are often long-lasting.

The Roman Empire & Kill Chain

A documentary about the technologies of the Romans13 shows they were the most advanced 
civilization of their time. Several distinct innovations, each one dependent on the prior success, 
were key to their success:

1.	 The formulation of marine concrete. 

2.	 Architectures using arches and domes using custom-formed blocks of concrete. 

3.	 Water aqueducts built using arches, for irrigation as well as waste removal. 

4.	 Utilizing water flow to power massive grain milling operations. 

5.	 Prioritizing food supply to keep armed forces healthy. 
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This combination of innovative technologies that supported each other came about because 
of astute governing concepts and sustained a highly advanced civilization. If any of these tenets 
did not exist, or were disrupted, then their society would not have survived. 

Eventually, the Roman Empire fell due to what today we call the kill chain, the disruption of 
an entire operation by simply destroying one of its dependencies. 

Similarly, the Food & Agriculture sector is one of the only sectors that is dependent on the 
remaining fifteen sectors as defined by the US DHS, as identified by the National Disaster Re-
silience Council (NDRC).14

Industry Vulnerabilities (capable of multi-modal affectation)

In each sector, cyber threats have the potential to affect physical and downstream operations 
exist. Understanding where these vulnerabilities are and where cyber-attacks can be used for 
amplifying incidents where cross-sector ramifications are far greater than its parts is crucial.

Banking & Financial Services

The banking and financial services industry experiences persistent direct attacks against 
components such as consumer bank accounts, ATMs, and institutional payment systems. 
There are many scenarios where cyber events seek one or more of the following situations: (a) 
financial gain from playing a series of long or short market positions, (b) retribution against a 
specific public company or the financial institutions themselves, or (c) disrupting the economy 
on a national or global scale regardless of any financial gain.

The unintended applications of a technology can lead to more systemic events, whether 
through intentional misuse (for example, the utilization of cryptocurrency to bypass sanc-
tions15) or, exploiting the lack of operational guardrails preventing runaway execution such 
as automated high frequency micro-trading which resulted in the Flash Crash of 2010.16 Since 
this 2010 economic event, regulations have been introduced to automatically halt trading to 
prevent spiraling of the stock market.

SWIFT Protocol Abuse 

According to security threat intelligence vendor F-Secure, SWIFT is characterized as an eas-
ily exploited technology: 

Attackers realized that focusing on low profile, calculated, and sophisticated attacks on 
financial institutions has the potential for a much higher gain and requires less overall 
effort than continuously targeting individual customers. There have been at least eight 
high-profile attacks on SWIFT systems over the past five years (among many other low-
er-profile attacks), all resulting in significant financial loss.17



JOHN C. CHECCO

FALL 2022 | 73

Fake News/Alerts

Fake news, especially rampant across social media channels, has played directly into moving 
economic markets and allowing threat actors to capitalize on that market response. As CNBC 
reported: 

The FBI and SEC are to launch investigations after more than £90bn was temporarily 
wiped off the US stock market when hackers broke into the Twitter account of the Asso-
ciated Press and announced that two bombs had exploded at the White House, injuring 
Barack Obama.18

Automated (unsupervised) High Frequency Micro-Trading

A noted analyst from JP Morgan warns about the exponential rise of HFMT, the automated 
technology that caused the Flash Crash of 2010:

Automated trading strategies are programmed to automatically sell into weakness. Togeth-
er, index and quant funds now make up as much as two-thirds of assets under management 
globally, and 90 percent of daily trading comes from those or similar strategies.19

Cryptocurrency as a [Financial] Weapon

Morgan Wright, reporting from The Hill, “Iran is doing what every respectable state spon-
sor of terrorism does when their economy is going down the drain. They turn to bitcoin. Just 
like North Korea did (and still does).”20 A senior Iranian official confirmed: “[Crypto]currency 
would facilitate the transfer of money (to and from) anywhere in the world … It can help us at 
the time of sanctions.”21

Blockchain Weaponization

The [pseudo-]anonymity of cryptocurrencies could also be used by those same nations to 
financially support and arm terrorist groups, acting as an underground payment system “in 
plain sight” with attribution capabilities by our cyber-defenses limited to coalescing disparate 
crypto-wallets;22 but really having no other actionable remediation.

National security experts are warning about cold-war type scenarios where the block-
chain and cryptocurrencies are weaponized to illicit ends and governments (such as 
North Korea) can use it to evade sanctions and unleash an era of financial warfare.23

Public Utilities / Infrastructure

The utility sectors are similar to banking and finance since they serve the public at large, and 
most citizens will be affected by downed utilities. We have seen explicit attempts to obstruct 
energy production, specifically with the advent of StuxNet. Industrial control systems (ICS) are 
the computer control systems for managing one or more physical devices. Many times, these 
devices have embedded ICS consoles. The systems that aggregate and maintain large sets of 
devices via ICS are known as supervisory control and data acquisition (SCADA) systems. 



74 | THE CYBER DEFENSE REVIEW

CYBER-PHYSICAL COORDINATED ATTACKS: THE EMERGING COMPLEXITY OF CRISIS MANAGEMENT

In assessing the risks within ICS/SCADA systems, two characteristics need to be considered: 
threat type and location sensitivity.

m	Threat Types 

	 –	 Operational threats have an immediate impact on business with little to no warning,  
	 and should be considered a significant risk to the organization. 

	 –	 Targeted threats are those that have a specific goal on altering business operations, 
	 critical data exfiltration, and/or holding entities at risk by embedding and burrowing 
	 until C2 actions are taken. 

	 –	 Indirect threats are characterized by disrupting ancillary operations, such as  
	 disabling the physical access control systems.

m	Location Sensitivity 

	 –	 Tier 1 facilities are critical to daily operations of the business. 

	 –	 Tier 2 facilities can sustain short-term outages without affecting critical areas of  
	 operations. 

	 –	 Tier 3 facilities do not affect short-term operations, but may have longer-term impacts.

Historically, different reporting lines are responsible for different systems; thus, there are 
inconsistent levels of protection across these systems. 

Many of the computers controlling industrial systems are old and predate the consum-
er Internet. Companies, against the advice of hacking gurus, increasingly brought them 
online in the past decade as a way to add ‘smarts’ to U.S. infrastructure. Often, they are 
connected directly to office computer networks, which are notoriously easy to breach. 
America’s power grid, factories, pipelines, bridges and dams—all prime targets for digital 
armies—are sitting largely unprotected on the Internet.24

Transportation

As far back as 2016, a Booz Allen Industrial Cybersecurity Threat Briefing has predicted 
what we are seeing today, “New targets, including light rail operators, and new tactics such as 
supervisory control and data acquisition (SCADA) access as a service (SAaaS) and ransomware 
against ICS, are likely to emerge and expand.”25

Water Utilities 

Various events have targeted water sources and water treatment plants over the decade:

2013: “Iranian hackers infiltrated the control system of a small dam less than 20 miles from  
		  New York City two years ago, sparking concerns that reached to the White House.”26 

2017: “An unnamed water district, dubbed the Kemuri Water Company (KWC), experienced  
		  unexplained patterns of valve and duct movements over at least a period of 60 days.”27
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2021: “Hackers remotely accessed the water treatment plant of a small Florida city last week 
		  and briefly changed the levels of lye in the drinking water, in the kind of critical infra	
		  structure intrusion that cybersecurity experts have long warned about.”28

Electric Grid 

James Heyen’s research identified increased threats against the electrical grid in times of 
disruption. “Following the [U.S.] Northeast Blackout of 2003, there was an uptick of scanning 
by rogue actors for weaknesses in many industrial control systems.”29

Smart Cities 

Even as our traditional city infrastructures are under attack, Smart Cities are gaining na-
tional momentum as a playground for technology innovation and experimentation. Yet only a 
handful of groups are addressing the cyber and physical security needs for protecting these 
cities’ infrastructures which are inevitably an entirely new attack surface for predators. 30

The increased complexity of city’s systems, interdependencies, globally connected so-
cial, economic and political sub systems has increased the vulnerability of a city’s 
security. The interface between urban growth, technology, infrastructure and capital 
requirement presents a unique set of opportunities and challenges to the implementa-
tion of Smart cities.31

Any one of these scenarios would leave the targeted region extremely vulnerable to physical 
attacks. In many cases a primary cyber-attack simplifies secondary physical attack methods, 
as the normal protectors for minimizing physical damage have been significantly diminished: 
“Los Angeles, Houston, Chicago, and Dallas each had more than 2 million exposed cyber assets 
that make them vulnerable to exploitation and compromise.”32

After the financial sector, the energy sector has been the most aggressive industry in the cy-
ber and physical security arena and has focused on many critical infrastructure impacts from 
EMP (electromagnetic pulses) to better information sharing amongst the various ISACs under 
the GRF/EASE initiative.

ISO/IEC 30182:2017 describes, and gives guidance on, a smart city concept model 
(SCCM) that can provide the basis of interoperability between component systems of a 
smart city, by aligning the ontologies in use across different sectors.33

Commercial Facilities

Compared to energy and other public infrastructure, risks to commercial facilities ICS/SCADA 
components exist as well. The attackers’ TTPs (Tactics, Techniques and Procedures) are similar, but 
the risk and response plans are governed by individual private entities—corporations, landlords 
and/or facility management firms. Threats to commercial facilities fall into two major areas: di-
rect breaches of systems, and exploitation of organization procedure weaknesses.
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One international law enforcement agency estimates that victims lose about $400 billion 
each year worldwide—making it a bigger criminal enterprise than the global trade in mar-
ijuana, cocaine and heroin combined.34

Many differing guidelines exist for creating defense-in-depth with such networks, even to 
the point of isolated network systems separating BMS/SCADA from internet-facing corporate 
networks. Existing data centers and facilities cannot feasibly migrate to air-gapped isolation as 
it would require:

m	Significant resources in standing up a new network infrastructure;

m	Whitelist-based point-to-point routing rules (possibly breaking current operations);

m	Separate consoles for accessing BMS and corporate systems;

m	Disconnection of BMS data into existing logging/monitoring tools (on the corporate net-
work);

m	Disablement of remote manufacturer direct access to BMS systems (perhaps a good 
thing);

Aviation

The Aviation ISAC (A-ISAC) encompasses six different aspects of the industry: airlines, air-
ports, platforms, satellites, engines, and equipment manufacturers.35 Regrettably, each oper-
ates in its own lane with regards to tabletop exercises and cross-functional potential events. 
Conversely, there is no overriding authority for managing the entire sector: terminals are 
owned/operated by the regional authority, logistics (parking, food, et al) are consigned ser-
vices, airlines rent gate space, airplane manufacturers are not directly involved in daily flight 
operations, and security (TSA, FAA, or other) is an isolated resource. 

The International Air Transport Association (IATA) is a trade association representing ~300 
airlines and over 80% of total air traffic.36 “IATA has a list of recommendations to address pres-
ent and future aviation threats including a focus on the universal implementation of global 
security standards, effective information-sharing among governments and with the industry, 
sustainable risk-based security measures, and emerging risks.”37

The International Civil Aviation Organization (ICAO) has a Global Aviation Security Plan 
(GASeP) “provides the foundation for States, industry, stakeholders and ICAO to work togeth-
er with the shared and common goal of achieving five key priority outcomes: (1) enhance 
risk awareness and response, (2) develop security culture and human capability, (3) improve 
technological resources and innovation, (4) improve oversight and quality assurance; and (5) 
increase cooperation and support.” 38

Many attacks in the air transportation industry were preceded by the ability to physically by-
pass existing security checkpoint systems. Using cyber-attacks to bypass security checkpoints 
opens up an entirely new set of attack surfaces.
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Passenger/Reservation Systems

The lowest hanging fruit in the air transportation sector is the ability to manipulate the 
airlines’ corporate and operational systems by manipulating flight reservations and passenger 
identities.

Air Canada said that it detected unusual login activity … It is possible to use the [exposed] 
information to obtain genuine documents such as driving licenses and new passports.39

Airplane Scheduling Systems

Airlines use the concept of day-bedding for ensuring the maximum number of flights in/out 
of multiple airports. With the airlines, one’s departing flight is directly dependent on another’s 
incoming flight. When operated properly, this prevents the need for any airline to have planes 
in the hangar thereby reducing costs. However, when it fails, the cascading affects can be glob-
al: “Four air carriers now control approximately 85 percent of domestic capacity. All it takes is 
one airline to experience an outage and thousands of passengers could be stranded.”40

Baggage Handling Systems

It is surprising to know that not all bags on commercial airlines are scanned. There exists the 
distinct possibility that the baggage handling systems can be hacked to bypass scanning based 
on certain tag number formats or baggage attributes.

The six typical vectors for introducing explosives are: passengers (on person); passenger 
carry-on baggage; passenger checked baggage; cargo originating from known, unknown, 
or consolidated shippers; courier bags; and mail. More subversive vectors include crew 
members (e.g., pilots or flight attendants); an intentional or accidental security bypass; 
food catering service or meal cart; duty-free items; cleaning crew; and service crew (e.g., 
mechanics, fuelers, baggage handlers). To prevent the introduction of an explosive, all of 
these vectors must be secure.41

X-Ray / Passenger Inspection Systems

X-Ray passenger inspection systems suffer from a variety of limitations such as the following:

m	Missed identifications are commonplace due to opaqueness, clutter and similarity of 
consumer electronics to detonation devices. “No security X-ray system has yet been pro-
duced that can make autonomous decisions for acceptable and reliable threat detection. 
All still heavily depend on human operators to view and interpret the images.”42

m	Screening Avoidance such as the recent trend surrounding weapons made of non-de-
tectable materials. “The Liberator, Wilson's plastic pistol, would contain a 6-ounce piece 
of steel that can be removed, raising the possibility that walk-through metal detectors 
would not detect the guns.”43
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Healthcare / Medical

The healthcare sector reformed the security system with HIPAA (Health Insurance Portabil-
ity and Accountability Act) in 1996 and HITECH (Health Information Technology for Economic 
and Clinical Health Act) in 2009. HIPAA requires better protecting patient information, while 
the HITECH Act requires that all medical records be in electronic form. Yet, no standard for-
mat was defined for electronic health records. Because the electronic data is not normalized, 
this lack of standardization leads to more cases of medical identity fraud and misdiagnoses. 
Normalization is the process of restructuring relational data to reduce data redundancy and 
improve data integrity. Having multiple unsynchronized instances of the same patient and 
medical data creates a broad attack surface ripe for unauthorized modification and abuse. 

A hospital employee snooped on patients' information for 14 years before the breach was 
discovered. The breach affected 1,100 patient records and remained undetected until 
one of the patients called in with a complaint.44

Misdiagnosis/Death from Patient Identities Fraud

There are two serious scenarios that occur from such disarray:

m	Medical Identity Theft

	 Some (mostly low-income) families or communities will reuse the identities of family 
members who have health insurance to piggyback on their insurance plans. This is un-
healthy to all patients using the same identity, as the medical history does not accurately 
reflect any single patient and a rogue patient may be subject to undue medications and 
treatments.

m	Misdiagnosis/Mistreatment Against a Target

	 This more nefarious scenario would be a cyber-attacker altering the medical history of 
a target to create a situation where an improper medication/treatment is given to the 
target, resulting in death. The number of healthcare data breaches have been growing 
exponentially annually.45

Death from Manipulating Devices

Similar to the scenarios above, medical devices can be directly hacked to achieve a similar 
outcome. Medical devices including pacemakers, heartrate monitors, MRIs, and Insulin pumps 
have been found to be exploitable with potentially deadly results. 46 As new exploits are found 
in medical devices, a volunteer group known as I Am the Cavalry works to identify, address, 
and assist medical device manufacturers/facilities in remediating issues.47

Every single medical device that is connected to a network is a breach opportunity. Put 
another way, every single medical device that can be operated remotely presents un-
thinkable possibilities.48
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Healthcare is a fragile target, as there is an imbalance between keeping critical medical de-
vices secure (patched) versus keeping them operational.49

Telecommunications/Internet

There are espionage cyberattacks on many of our legacy communications systems to garner 
information about operations and targets for further attacks. These include, but are not limited to:

SS7 Vulnerabilities

Signaling System 7 (SS7) was developed in the 1970s as a method to coordinate and route 
calls across the Public Switch Telephone Network (PSTN). The notion of secured communica-
tions was not a concern in the 1970s, and SS7 is vulnerable. Even as more varieties of newer 
technologies (ISDN, xDSL, Ethernet) were invented, SS7 remained the primary one in use and 
securing communications that happen on this platform is inconceivable due to the sprawl and 
impact area for changing (breaking) the protocol. What we are left is a legacy protocol that was 
never meant for arbitrary inline inspection as it runs over transports that are designed to allow 
unrestricted and anonymous tapping of information flow almost anywhere in the communica-
tion flow.

Cyber criminals exploited SS7 flaws to intercept two-factor authentication codes (one-
time passcode, or OTP) sent to online banking customers and drained their bank ac-
counts.50

SIP Abuse

Session Initiation Protocol (SIP) is one of the modular capabilities added onto SS7 to allow 
customer premise equipment (CPE) such as PBX systems to provide endpoint identification 
to the switch network. Prior to this, switching systems relied on massive telecommunication 
databases to convert complex circuit numbers and trunking information to be translated to 
actual phone numbers.

As originally designed, SIP allowed arbitrary injection of metadata into the signaling layer, 
without any consideration for misuse; the engineering assumption was that all endpoint devic-
es (CPE) would properly identify themselves. Although SIP was created to fill a deficiency in 
SS7, it is now widely used for cellular networks as well as internet traffic; allowing indiscrimi-
nate devices to identify themselves without any endpoint authentication or verification. 

As a result, we are in a situation today where phone number spoofing is rampant, and 
call-blocking does not prevent the true call originators. More disturbing is how internet provid-
ers are utilizing SIP for VoIP protocols.
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Because VoIP is not inherently tied to a particular location and often provides access to 
multiple phone numbers, it provides a level of anonymity that allows subscribers to mask 
their identities as well as the physical locations. The relative ease of access to and the 
ability to veil location and identity through VoIP networks provides ample opportunity for 
misuse and furtherance of illegitimate goals.51

Border Gateway Protocol (BGP) Hijacking

BGP routers are the road signs that allow internet traffic to find the shortest open path to its 
destination. However, if the communication stream were diverted to take an alternate route—
one that allows the traffic to be captured and analyzed without the knowledge of either the 
sender or receiver—then even encrypted sessions (prior to TLSv1.3) could be decrypted offline 
and its information used for future cyber and physical attacks.52 Such is the case in a BGP 
attack, and it is not as uncommon as it first may seem.

Routers rely on the BGP to puzzle out the best route between two IP addresses; when one 
party advertises incorrect routing information, routers across the globe can be convinced 
to send traffic on geographically absurd paths.53

BGP hijacking has been an ongoing attack vector resulting from conflicts, espionage, and 
misconfigurations. Some of the most notable incidents are: 2022 (Ukraine54), 2019 (EU/Chi-
na55), 2018 (Nigeria/China56), 2017 (US/Russia57), 2015 (Malaysia58), 2014 (Russia/China59), 
2013 (Iceland/Belarus60), 2010 (Worldwide/China61). 

Telecommunication Security

Unfortunately, little effort exists to provide technology protections to areas such as SS7 and 
SIP. All efforts have been limited to laws enacted against fraudulent identity activity or misrep-
resentation62. But this has an obvious conundrum: How does one report a fraudulent identity? 
Reporting the false SIP information (i.e. Caller-ID) does not provide any attribution towards the 
true actor – especially if the SIP being used is your own phone number.63

Internet Communication Security

There have been many efforts to secure internet communications:

–	 DNSSEC “DNS data itself is [cryptgraphically] signed by the owner of the data.”64

–	 BGPSEC “Each hop in the [routing] path now protected with a signature.”65

–	 TLSv1.3 “Renegotiation is not possible in a TLSv1.3 connection.”66

As a matter of reference, DNSSEC has been around since 1997; BGPSEC was introduced in 
2000 and yet neither has a significant adoption rate.67
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MANAGING THE COMPLEX THREAT LANDSCAPE
The most common issue in organizations is a gap in proper delineation of responsibilities, 

which leaves them vulnerable to internal and external threats. This will culminate in the or-
chestration of cyber and physical tactics for a single terrorist objective. It is the precursor to 
more advanced and complex threats; some scenarios even seemingly unfathomable. Make no 
mistake; multi-modal attacks are certainly in our future. The end goal here is to gain situational 
awareness and prepare for any invocation of these complex threats.

Sector-Independent Coordinated Collaboration

One aspect that should be addressed globally is the inter-dependencies of sectors. Each sector 
has its own Information Sharing & Analysis Center (ISAC),68 but they are not perfect in sharing 
IOCs (indicators of compromise) or attack TTPs (tactics, techniques, and procedures). The issue 
of sharing data in an ISAC is not always the same. Some examples of disparate sharing are:

m	The Energy Sector is divided into several distinct ISACs: Electricity (E-ISAC,69 Oil & 
Natural Gas (ONG-ISAC,70 Downstream Natural Gas (DNG-ISAC),71 Nuclear Energy In-
stitute (NEI, 72 and Energy Analytic Security Exchange (GRF/EASE73). The Multi-State 
ISAC (MS-ISAC74) attempts to resolve this issue by sharing data from across these other 
ISACs.

m	The Aviation Sector ISAC (A-ISAC75) combines several disparate sub-industries under 
the same umbrella: airlines, airports, platforms, satellites, engines, and equipment man-
ufacturers. Many times, the data presented is not relevant to more than one of those 
six categories thus, it inadvertently creates a high noise-to-signal ratio, making focused 
analysis very difficult.

m	The Financial Sector ISAC (FS-ISAC76) has a slightly different issue; the ISAC consists 
of many major financial firms as well as a myriad of much smaller financially focused 
organizations. Although IOCs and TTPs are shared, it is usually latent reporting. In some 
cases, an organization would not report the attack at all, except for legal notification, as 
it may bring undue attention to reputational risks and regulatory audits.

m	The Analysis & Resilience Center for Systemic Risk77 has been one successful model 
for a multi-sector targeted mission to identify systemic risks to any critical infrastructure. 

m	InfraGard, an FBI outreach program through their Office of Private Sector, focuses on 
both cyber and physical threats across U.S. critical infrastructures.78

m	ASIS International, traditionally a physical security organization, expanded its focus in 
2016 to include cybersecurity.79

m	DHS/CISA created a shared collaboration space in 2018 for their NCC physical security 
watchdogs to work alongside the CISA cyber security watchdogs.80
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Crisis Resource Management & Cybersecurity Frameworks

The FAA, in response to the crash of United Airlines Flight 173 on December 28, 1978, de-
veloped one of the first critical thinking guidelines for crisis management. Originally known 
as Cockpit Resource Management, this process is integrated by many emergency services into 
their Incident Command System.81 One aspect of this guideline that applies to any group of 
decision-makers is the use of the three decision outcome avenues.82

m	Avoid: plan to prevent possibilities of a crisis.

m	Trap: recognize bad decisions and fix potential problems before a crisis.

m	Mitigate: minimize the negative effect during a crisis.

It is important to note that whenever an unexpected/unplanned event occurs that requires 
the use of this catch-all activity, an investigation post-crisis is necessary to review and codify 
the event handling procedures for future possible incidents.

This concept of “decision outcome avenues” applies directly to information security plan-
ning. It has been expanded by the National Institute of Standards and Technology (NIST) into 
the formal Cyber Security Framework (CSF) as: Identify, Protect, Detect, Respond and Recover. 
The NIST CSF paradigm has advanced in several ways; most significantly to include the Cyber 
Defense Matrix 83 authored by security researcher Sounil Yu. Although originally designed 
to assess the security coverage provided by technology, it can also be used to assess potential 
scaffolding impacts. To augment the NIST CSF tenets, I would boldly venture to add a far left 
tenet of Preempt as a security strategy positioned to the leftmost pillar.  The concept of Pre-
empt would be to remove the attack surface itself, thus eliminating the capability of a threat 
actor to operate. 

An example of preempt is the use password compromise. In the Identify stage, one can list a 
myriad of vulnerabilities and weaknesses with their organization’s password policies and tech-
nologies. Consequently, a Protect plan would define password controls, such as stronger pat-
terns or shorter password rotations. The Preempt principle, however, would take an alternate 
approach by implementing passwordless authentication using FIDO/2, transferring first-stage 
biometric authentication to the verified end-user device. 84 Organizations should utilize both 
the crisis management plan and defense framework in concert to build a more holistic preplan 
of managing the unexpected multi-modal incident.

Managing [Crisis] Without Authority

Marine Corps LtCol (Ret.) Robert J. Darling has defined a crisis management roadmap, which 
was originally designed for smaller organizations, for building resiliency plans against both 
physical and cyber threats. 85 Promoted as the mnemonic: Start, Doing, More, To, Live!™. This 
method breaks down crisis management into five distinct actions that can be performed by 
anyone at any level of the organization.
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m	Sensing: refers to one’s situational awareness to recognize an unfolding crisis. Exam-
ples of this are communication loss, erratic operational performance, upstream issues, 
or proximal events where proximity refers to either physical (locale) or logical (technol-
ogy stack).

m	Decisioning: defines the crucial initial steps once a crisis event has been recognized. 
This unfolds into two stages: Assuming Leadership and Triaging the immediate situa-
tion.

	 –	 Assuming Leadership: requires the mindset of preparing to take control as well as 
	 ensuring you can display the proper demeanor that allows you to take control.

	 –	 Triage: implements initial short-term actions to address the immediate dangers, with 
	 a focus on four specific aspects: Prioritization, Control Awareness, Direction, and  
	 Response.

		  a)	Prioritization: is the foremost activity for triage determining the order of operations,  
		  coarsely categorized as: Life, Safety, Property and Exposures. Life can be further 	
		  broken down into concentric circles of preservation: self, team, affected victims, 	
		  clients/customers, bystanders and finally everyone else.

		  b)	Control Awareness: is identifying which attributes of the situation can be  
		  controlled and which are out of your control. 

	 	 c)	 Direction: defines the guardrails for a proposed action plan. 

	 	 d)	Response: is coalescing all the information gathered up to this point into a  
		  structured plan of action, addressing a priority which you can control, understanding 
		  any ramifications of decisions. Note that, although you want to focus on things  
		  directly within your control, you never discard what is out of your control but 
		  rather park it as observe-and-report.

mMaking: is the act of moving forward with purpose. This is the outward display of assum-
ing leadership, but to be effective, you also need to be very structured in your approach:

	 –	 Know Your People: Take the time to determine their capabilities and expertise as well 
	 as their willingness to assist. Assigning the right people to the right task is as important 
	 as the task itself.

	 –	 Define a series of RPOs (Recovery Point Objectives): Break down any large plan into a 
	 series of smaller achievable milestones. Bystanders who are inadvertent participants86 
	 can achieve better results without being overwhelmed by the enormity of the  
	 situation.

	 –	 Scale In-Band Operations (Business Continuity): Among any response is to work 
	 within your control, which typically means to focus on what the team knows best 
	 within their existing roles.
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	 –	 Implement Out-of-Band Operations (Emergency Response): For those tasks that are  
	 outside of the normal working roles, a leader must determine and convince the most 
	 capable persons to assist in handling those non-traditional tasks. This is never an 
	 easy decision. Sometimes the best person for an out-of-band task is also the best 
	 person for an in-band task. Other times, someone with the expertise does not have the 
	 willingness to step out of their comfort zone.

	 –	 If All Else Fails … Apply the tenets of Avoid/Trap/Mitigate. Control what you can; 
	 minimize the impacts of what you cannot. Do not try to focus on what you cannot affect.

m	Terminating: includes understanding the conditions where emergency operations can 
be concluded. Similar to Sensing where situational awareness is used to define abnor-
mal conditions a leader needs to use that same awareness to: (1) establish criteria for 
Normalcy, (2) determine conditions that warrant an RTO (return to operations), (3) 
specify tasks for Salvage and cleanup, and (4) take explicit actions to demonstrate that 
they Relinquish Leadership.

m	 Learning: is the continuous iterative process of review during and after the incident. It 
is comprised of: (1) interim debriefing sessions, (2) introspection as well as peer evalua-
tion, (3) improvement of the decision-making processes, and (4) commitment to instan-
tiate changes.

This method has proven effective for many types of multi-modal events (cross-sector, cy-
ber-physical and scaffolding).

Non Sequitur

We should also be aware of three pitfalls with this topic: tunnel vision, apophenia, and bias.

m	Tunnel Vision: 

	 Most enterprise security professionals focus on affectations and impacts to their oper-
ations and rightly so. Due to the sheer volume of signals that our SOC (security opera-
tions center) analysts must attend to, there is neither the time nor resources to identify 
systemic attacks. 

	 Focused impact analysis is the normal modus operandi for many organizations, and will 
not change. For all intents and purposes, it should not change, but be augmented by a 
small team responsible for looking above the water line.

m	Apophenia: 

	 At the other end of the gamut, there are organizations teams solely looking for patterns; 
they interpret every problem in the context of a multi-modal threat. This swing of the 
pendulum is counterproductive as it could lead to unnecessary actions and expendi-
tures. The Analysis & Resilience Center for Systemic Risk87 is a textbook example of 
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an organization built to look for systemic threats yet, they have an SOP which defines 
criteria to characterize and park seemingly non-systemic events, along with the ability 
pull them back into the fold if there is a correlation.

m	Bias, Preference or Expertise?

	 The prevalence of bias has historically contributed to a myopic behavior in every indus-
try, and effectively working within the constraints of each sector’s risk culture may be 
an effort upon itself. Risk assessment calculations are skewed by two key biases: moti-
vational bias and cognitive bias.

	 –	 Motivational Bias (predisposed by reward/punishment): 

		  Reputational risks are rated as high as other risk areas, as consumer/institutional 	
	 confidence directly affects their market value;

	 –	  Cognitive Bias (distortion of conscious beliefs): 

		  Although cyberattacks may cause fiduciary losses directly, indirect collateral damage 
	  to the larger financial ecosystem may not be felt for some time afterwards, which 	
	 may cause firms to underestimate the residual risks after such an attack has been  
	 mitigated;

SUMMARY
Multi-modal capabilities will be the point of inflection for all future attacks, and we must 

be prepared. Organizations need to stop artificially treating cyber from other types of threats 
but must correlate both logical and physical risks as equal attributes in the same threat model. 
Collectively, we need to focus more efforts on identifying global cross-sector disruptions. The 
global economy has experienced the effects of our own indiscretions with regard to the mort-
gage crisis in 2008, resulting in a wholesale lack of trust in both the financial and real estate 
sectors as well as our regulators. And this was our own doing! 

We must be careful of over-stepping the bounds of sanity. This can happen by confusing 
our highly advanced technical capabilities with bias and hubris, such as with the ludicrous 
suggestion (by a former senior advisor to the U.S. State Department Antiterrorism Assistance 
Program) that our response to potential threats should be a preemptive cyber-attack.

I leave you with one final excerpt:

Those wishing to do us harm have no state allegiance; they cross borders to share informa-
tion and collaborate to refine their methods of causing chaos and destruction. The focus of 
governments must be on protecting people. And that cannot be done with insular thinking.88  
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INTRODUCTION

Y ou would be hard pressed to find a room full of office typists in any present-day 
corporate setting. Office typists (who reached an apex in the mid-20th century) 
employed fast typing skills, a mastery of language and grammar, and the ability 
to take real-time dictation through shorthand.1 However, with the advent of per-

sonal computers and email, the speed of business required leaders to improve their own 
typing and communication skills. Those that embraced these skills quickly outperformed 
those that failed to adapt. Today, office typists are obsolete; their skills are now integral to 
everyone in an organization.  

Similarly, today’s business leaders rely on teams of data scientists2 to manage, analyze, 
and model large amounts of data to inform decisions. Will data scientists one day sustain a 
fate similar to office typists? It may be too early to make such a prediction. Nonetheless, to 
compete in the near-future global market, leaders–military and civilian alike–will need to 
adapt these skills and become data literate with deep knowledge of data capabilities.

Data provide a competitive advantage3 to the businesses and governments who know 
how to use them. The private sector employs cross-functional data science teams to analyze 
and build valuable prediction models from large clusters of data that are used to drive busi-
ness decisions and maximize outcomes. The ubiquitous use of personal devices that cap-
ture our every step, social media post, and internet search, along with rapidly improving 
infrastructures to handle such large-scale structured and unstructured information, have 
given rise to machine learning (ML) and artificial intelligence (AI). We interact with ML 
algorithms daily; these techniques allow for endless possibilities to make data-driven deci-
sions to enhance nearly any aspect of life. Amazon recommends items to purchase based 
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on the purchase history of people similar to you. Google 
Maps provides routes based on your route preferenc-
es along with current traffic, speed, and accident data. 
Digital assistants, such as Siri and Alexa, use language 
processing to predict what information you are request-
ing. On discount travel sites, you may even find differ-
ent prices based on an algorithm that predicts those 
using Apple computers are less price sensitive than 
those that use Windows PCs. With these relatively low-
risk examples, the cost of getting the prediction wrong 
is fairly low. Data scientists tune parameters to improve 
the algorithm’s performance based a context specific 
optimization of precision, sensitivity, and specificity.

MILITARY APPLICATION OF ML/AI  
TECHNOLOGIES

The U.S. Army is actively building advanced data 
capabilities that leverage ML and AI to revolutionize  
the future of warfare against increasingly capable ad-
versaries. The potential for AI to drastically change the 
speed of decisions, and thereby the speed of war, will be 
revolutionary. Unfortunately, without a focused effort to 
improve military leaders’ understanding of the data sci-
ence field, commanders will lack trust in these technol-
ogies or, far worse, will over-rely on amoral machines to 
make decisions for them.

A quick search of the military’s use of ML/AI results 
in numerous, cutting-edge efforts to revolutionize war-
fare. Project Maven5 is one example where the U.S. 
Special Operations Command (SOCOM) is leveraging 
AI to assist in analyzing surveillance video using visu-
al detection algorithms. The initial foray into AI-sup-
ported analysis has the potential to drastically improve 
SOCOM’s ability to analyze vast amounts of raw video 
data and reduce the intelligence analyst’s time need-
ed to conduct this task. Although tactical-level leaders 
acknowledge the potential, the science fiction-like ex-
pectation is inconsistent with the reality, thus hinder-
ing the full integration.6
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Project Convergence7 is a second example where the U.S. Army is leveraging AI. With 
Project Convergence, the goal is to dramatically reduce the time needed to identify enemy 
forces and employ lethal munitions. This initiative demonstrated some success recently in 
an exercise where the Fires Synchronization to Optimize Responses in Multi-Domain Opera-
tions (FIRESTORM)8 recommendation algorithm was used to support rapid decision-making 
to deliver lethal effects on identified targets. This project has the potential to dramatically 
improve the targeting cycle and quickly overwhelm our adversaries. However, leaders must 
have intricate knowledge9 of how these systems work to understand the inherent biases 
that may exist within the algorithms and the potential clashes between moral values and 
AI-based decision-making.

The Operations Research/Systems Analysis (ORSA) is a functional area within the Army 
that traditionally supplied data analysts to support data-driven decision-making on strate-
gic level staffs.10 ORSA personnel are evolving their role from data analysts (analyzing data 
to produce new insights) into data scientists11 (building predictive models and visualizing 
data to produce new insights) to support strategic-level decision-makers. Currently, however, 
neither ORSA personnel nor other data scientist teams are consistently available to support 
tactical- and operational-level decision-makers. Yet, leaders still find themselves making de-
cisions in data-rich environments. Because of this, it is imperative that leaders at all levels 
improve their data literacy to operate in conflicts of both today and well into the future.

ML/AI IMPLICATIONS FOR LEADERSHIP
New military leaders are often told to “trust but verify,”12 a phrase made popular by for-

mer President Ronald Reagan when discussing nuclear disarmament. This notion is usually 
followed by, “don’t expect what you don’t inspect,” a mantra that is paramount to anyone 
employing ML algorithms and AI in a high-risk context. Given quality data, properly trained 
algorithms can find patterns and make predictions far better than humans.13 However, many 
applications of ML/AI use “black box” approaches that obfuscate the decision-making rules 
that are used. In high-risk environments, when making data-driven decisions, leaders must 
understand why decisions are being recommended, think critically about potential biases, 
and verify the tradeoff14 between precision (out of those predicted as A, how many are really 
A), sensitivity (out of those that are A, how many were predicted to be A), and specificity (out 
of those that are not A, how many were predicted to not be A).

Compared to the low-risk predictions involved in Google Maps and Amazon shopping, in 
the military, the cost of getting a prediction wrong could be catastrophic. Decision-making 
algorithms need to be informed by subject matter experts and be trained on the same type of 
data that leaders would utilize to make decisions. As an example, team leaders would never 
use a Google Maps algorithm to conduct route planning from a forward operating base to a 
target location unless they knew numerous variables were considered, such as historic ene-
my activity, friendly force location, and the potential to encounter deeply buried improvised 
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explosive devices. The team leader would still want to verify the recommended route based 
on their own experience, mission objectives, and organizational capability.

WHAT DO LEADERS NEED TO UNDERSTAND?
At a minimum, military leaders employing ML/AI technologies must understand15 the 

data pipeline, as well as algorithm development and underlying assumptions to identify the 
strengths (when it should work well), limitations (when it will be unreliable), and indicators of 
drift (when reinforcement learning algorithms in production become less reliable over time).

Data Pipeline

Algorithms are only as good as the data upon which they are trained. If these data are 
biased in any way, the algorithm will also be biased.16 It is important for leaders to under-
stand how data are obtained and processed so that they can appreciate the limits of an ML/
AI application. Raw data must be processed and transformed before it can be used in ML/
AI. Turning raw data17 into usable data can be as complex as the algorithm-building process 
itself. When data engineers clean and transform raw data, the decisions they make will 
impact the performance of the algorithm. For leaders to fully appreciate what decisions, 
and ultimately what biases underlay the algorithm, they must have some knowledge of this 
data-cleaning process.

When unbalanced data sets are used for training, it can also introduce bias into detection 
algorithms. For example, one of the most popular data sets used to train algorithms to pre-
dict age and gender from a static image is based on the 100,000 most popular actors and 
actresses.18 The data set contains a disproportionate number of Caucasian men, as well as 
images that appear much younger than their true age. As a result, most algorithms trained 
on these data can accurately detect Caucasian men, but have a substantially harder time 
classifying minority women, and almost always predict their age as older than they actually 
are. If diverse groups are not equally represented in a military object detection algorithm,19  
the results could disproportionately misclassify and endanger under-represented individu-
als. Leaders must critically think through potential biases inherent within training data sets 
to understand the limits of ML/AI algorithms.

When ML/AI applications are designed to continue learning as new data are considered–
also called reinforcement learning algorithms–it is important for leaders to identify when 
contextual changes or data quality changes may impact the accuracy of the prediction mod-
els. By understanding how often new data are introduced and how often an algorithm’s per-
formance is tested, leaders can better identify this drift in accuracy.

Algorithm Development

Similar to data engineers making decisions about data processing, ML engineers make de-
cisions when determining what algorithms to use and how to optimally tune them. Leaders 
employing ML/AI capabilities would certainly benefit from understanding how an algorithm 



ANDREW G. FARINA

FALL 2022 | 95

makes decisions. The interpretability of an algorithm is an important consideration for ML 
engineers and leaders alike. Black box approaches, such as deep neural networks,20 may 
provide a slight improvement in performance over more interpretable approaches, such as 
decision-tree classification algorithms. However, black box approaches come at a cost. Lead-
ers that cannot articulate why an algorithm concluded what it did will either not be able to 
fully trust the recommendation or, perhaps more dangerously, blindly trust the decision.

FINAL THOUGHTS
As technology changes, all leaders (military and civilian) must learn the capabilities and 

limitations of the tools that they employ. The United States Military Academy was founded on 
a desire to bring the technical expertise of civil engineering and artillery21 into our fledgling 
Nation’s military officer corps at the turn of the 19th century. The technical expertise needed 
during today’s information age is data literacy.

Across the country, most, if not all, colleges and universities are developing data science 
undergraduate and graduate degrees. Educational settings22 may be an opportune context to 
develop data literacy and many initiatives are currently underway. In fact, West Point has 
several initiatives that are building this knowledge among our young military leaders. All 
current Cadets take a two-course core information technology program,23 in which faculty 
members recently began to incorporate data science into the curriculum.24 The Center for 
Data Analysis and Statistics,25 the Applied Statistics and Data Science Major,26 and the Com-
puter Science Major27 also provide additional opportunities for Cadets to further learn about 
data science and develop their knowledge and skills. Even within the behavioral sciences, I 
have introduced the R programming language28 in an attempt to improve each Cadet’s data 
literacy and algorithmic thinking.

With such training becoming increasingly prevalent across both military and civilian ed-
ucational settings, in the near future, junior leaders will have a basic understanding of data 
and data-driven technologies. Mid- to senior-level leaders will need to embrace and consider 
ways to improve their own understanding of these technologies or risk these advances out-
pacing our leader’s ability to employ them. This concept is not new or without support. As 
discussed in the 2019 ADP 6-22: Army Leadership and the Profession, “The adaptable leader 
remains aware of the capabilities and shortcomings of advanced technology and ensures 
subordinates do as well.”29 We no longer need office typists, but we will always need adapt-
able leaders.   

DISCLAIMER
Views expressed here are those of the authors and do not reflect the official policy or posi-

tion of the United States Military Academy, the Department of the Army, or the Department 
of Defense.
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INTRODUCTION

The Fiscal Year 2019 National Defense Authorization Act (NDAA) established the 
National Security Commission on Artificial Intelligence (NSCAI) to consider the 
methods and means necessary to advance development of artificial intelligence 
(AI), machine learning (ML), and other associated technologies to address Amer-

ica’s national security concerns. NSCAI’s final report to the President and Congress 
identified areas of weakness that the federal government must address to elevate data 
security as a national security priority. NSCAI recommended the federal government im-
plement a security development lifecycle approach for AI systems, prioritize data priva-
cy and security considerations as part of larger efforts to strengthen foreign investment 
screening and supply chain intelligence and risk management, and integrate national 
security considerations into efforts to legislate and regulate data protection and privacy.1

Current Department of Defense (DoD) information technology (IT) contracting policies, 
vehicles, and practices lack definitive language or terms that give due process to national 
security considerations. Without contracting language specifically tailored to the cyber 
security threats facing the United States (US), DoD cannot adequately secure the DoD In-
formation Network (DODIN) nor protect it from foreign influence. Contractual languages 
often favor the vendor. For example, DoD cyber vendors can potentially circumvent DoD 
prohibited IT equipment or prevent DoD Cyber Protection Teams from inspection or dam-
age assessment during cyber breaches or attacks, citing ambiguous contracting language 
and proprietary corporate intellectual protection as justifications.2 Unfortunately, con-
tracting personnel, commanders, and staffs across the DoD lack training and expertise in  
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reducing cyber security risk. An objective cyber con-
tract risk score does not exist. DoD should leverage ML 
in the cyber contract requirements generation process 
to reduce cyber contract risk and position DoD to better 
prevent, monitor, and respond to cyber threats.

Issue

Contracts for cyber or IT related products and ser-
vices present a cyber supply chain risk for the DoD. 
Cyber supply chain risk stems from a lack of visibili-
ty into, understanding of, and control over many of the 
processes and decisions involved in the development 
and delivery of cyber products to the Joint Force.3 

Requirement owners and contract management offic-
es are at the forefront of cyber supply chain risk man-
agement (C-SCRM). As the requiring activity, command-
ers and their staff determine and develop requirements 
and generate the performance work statement (PWS). 
Contracting officers, vested with the authority to obli-
gate the US government to legally binding contracts, co-
ordinate and finalize contracting actions to provide the 
goods or services needed by the requiring activity. Un-
fortunately, requiring activities and contracting profes-
sionals often lack the technical expertise to articulate 
specific C-SCRM measures within contracts. Further, 
existing resources that provide guidelines and stan-
dards for C-SCRM are inadequate with respect to the 
granular process of contract writing and are spread 
across a multitude of DoD policies (Figure 1).

Publications from the National Institute of Standards 
and Technology (NIST), Defense Acquisition University 
(DAU), and DoD Instruction documents describe how 
to conduct C-SCRM, but no publication goes into more 
nuanced details on contract language, thus creating 
gaps in cyber supply chains. Current acquisition pro-
cesses account for various risks, but in-depth technical 
understanding of the cyber supply chain is required to 
properly translate mitigation measures into contract 
language during the requirements generation process.
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During a lecture at the U.S. Army Command and Gen-
eral Staff College in April 2021, Brigadier General (BG) 
Paul Craft, Commandant of the U.S. Army Cyber School, 
used the cloud migration of Army data as an opportu-
nity to address both the benefits and challenges that 
data contracting presents. BG Craft acknowledged it is 
unrealistic to expect all contracting officers to be cyber 
security experts, but a lack of understanding of cyber 
security can lead to inadequate language in contracts. 
This has led to instances where data became lost, mis-
handled, or the DoD denied access to its own data and 
required to pay to get data back. BG Craft cautioned that 
this situation can be especially damaging when there is 
a breach, and the language of the contract does not au-
thorize DoD Cyber Protection Teams to investigate the 
breach. This lack of transparency and access erodes the 
public trust and harms national security.

APPROACH AND SOLUTION
This proposal recommends the use of AI through ML 

to review draft contracts uploaded by contracting offi-
cers and analyze the cyber security risk to the DoD. Af-
ter review, the Contract AI Risk Engine (CARE) produc-
es recommended clauses most advantageous to DoD for 
cyber security along with a cyber risk level which mea-
sures the level of risk to DoD for the contract as written. 
The requiring activity reviews the recommendations 
and adjusts the contract as necessary. The contracting 
officer subsequently takes the improved contract and 
obtains a new risk score, with scores above a certain 
threshold requiring command concurrence by both the 
requiring activity commander and the supporting con-
tracting commander before moving to contract fulfill-
ment. As a pilot, CARE recommendations are initially 
based upon the Army Contracting Command’s (ACC) 
repository of previous IT and cyber related contracts. 
Upon successful testing, the intent will be to incorpo-
rate a Joint solution and include data from all services 
and DoD agencies. CARE relies upon cloud computing 
and AI platforms, such as the DoD’s Advana enterprise 
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analytics platform, for data analysis, model generation, 
and risk score calculation.

Artificial Intelligence Design

Contracting affects DoD agencies and activities, the 
military services, and Combatant Commands. Using 
CARE to reduce cyber contracting risk is a feasible ML 
project with immediate real-world applications and 
implications where end users can see the benefits of 
augmenting contracting processes with AI. DoD has 
partnered with national academic research institutions, 
such as the MIT Lincoln Laboratory and the Army’s AI 
Task Force at Carnegie Mellon University, to accelerate 
the research and development of national security AI 
priorities. While partnerships and national conversa-
tions on the research, development, and applications 
of AI advance the state of DoD AI initiatives, Soldiers, 
Airmen, and Sailors have yet to experience the trans-
formational benefits promised by AI in daily opera-
tions. Incorporating AI into the Joint Force will create 
a generational shift in how business is conducted. For 
commanders to champion AI and for the end user to ex-
perience the benefits of AI, DoD must bridge the crisis 
of trust between humans and AI, whether that AI is op-
erating in autonomous-capable weapons systems or as 
software platforms.5 Building trust requires repetitive 
exposure through the rapid development and imple-
mentation of small-scale projects rather than conceptu-
al projects that will not mature for years to come. Quick 
wins that create buy-in from the operational force will 
advance the state of DoD AI. 

The human-machine relationship should be carefully 
considered when designing AI projects and use cases. 
Requirement developers and AI practitioners determine 
the degree of autonomy granted to each AI product. The 
three degrees of autonomy are commonly referred to 
as human-in-the-loop, human-on-the-loop, and human-
out-of-the-loop. In human-in-the-loop (HITL) operations, 
the machine performs a task and waits for the human 
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user to take an action.6 In human-on-the-loop (HOTL) operations, the machine decides and 
acts on its own, but a human user supervises its operations and can intervene if necessary.7 
In human-out-of-the-loop (HOOTL) operations, the machine decides and acts on its own, and 
the human user cannot intervene in a timely fashion.8 The risk associated with the degrees 
of autonomy vary and should be carefully weighed based on the intended applications of the 
machine, the chances of faulty actions to occur, and the severity caused by faulty actions. Given 
that the purpose of this project is to reduce the risk associated with DoD cyber and IT con-
tracting, we propose that AI recommended contracting clauses and risk determination require 
HITL acceptance both in modifying contracting language during the contract support process 
as well as involving commanders to accept contracts of considerable risk with or without lan-
guage modification. Once implemented, CARE augments, rather than replaces, the human de-
cision-making process.

To develop DoD end user trust in AI, CARE does not remove human involvement and instead 
harnesses the efficiency of intelligent automation to best inform the human decision-maker.9 
Trust builds as users throughout the contracting chain see tangible benefits from CARE-assist-
ed contracting compared to the standard human-only contracting process.

Figure 1. Cybersecurity policies and issuances for the DoD.4
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ML requires data to improve model performance. DoD contracts in document format can-
not provide the necessary data to begin training ML algorithms. Natural language processors 
combined with numerical scoring of contract features must be developed, and contract scor-
ing does not currently exist. Feature engineering is the determination of the appropriate data 
variables necessary for ML algorithms to assess what the user requires.10 In other words, poor 
feature engineering results in subpar model performance. Prior to any data collection for CARE 
development, DoD contract stakeholders throughout the contracting process with proper AI 
education must carefully determine the features that will create the contracting data necessary 
for ML algorithms to work and with the least amount of data bias (Figure 2).

Figure 2. Feature engineering example

Development and Operational Concept

In a case study on Army contracting analytic capabilities, the RAND Corporation piloted an 
effort to make unstructured historical contract data machine readable to forecast a contract’s 
likelihood to have unliquidated obligations.11 We propose to utilize similar methodologies as 
RAND in accessing and scoring cyber and IT contracts over a set number of fiscal years with 
the inclusion of contract performance and contract closeout reports. Contracts would be ana-
lyzed by trained cyber and contracting experts and scored on features developed during fea-
ture engineering for the data. We seek to score cyber and IT specific contractual language in a 
tabular format. Proposed feature categories include, but are not limited to, contract duration, 
contract language, contract outcome, contract performance, adversarial incursion, DoD cyber 
response, and contract barriers. Close collaboration with data scientists during contract scor-
ing will reduce introducing biased data into the dataset. While RAND utilized over 300,000 
contracts with 150 features over three fiscal years, we are unsure how many Army-specific cy-
ber and IT contracts exist at this time.12 A period of discovery should be included in the CARE 
development timeline.

Upon completion of contract scoring, developers perform exploratory data analysis to ensure 
quality data, build and work with predictive models, evaluate models and receive predictions, 
and refine outputs. CARE determines a contract’s risk to DoD and outputs a risk percentage 
and recommended changes to reduce the risk. A lower risk means that the contract’s language 
provides DoD with favorable execution outcomes. A higher risk percentage suggests that DoD 
will potentially meet resistance from contractors in response to adverse security events. CARE 
will recommend specific contractual language modifications and inform end users where that 
language should go in the contract. Users explore how CARE recommended modifications af-
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fect risk, whereby as modifications are selected in the user interface, the contract would be 
reassessed and the net result displayed in a live risk meter. Users could choose all recommen-
dations or select recommendations, with selections based on the requiring activity’s desired 
combination of potential cost, time, and scope as considerations for risk acceptance. As a HITL 
system, CARE must rely upon the contracting officer to accept modifications. Cyber and IT 
contracts continue to be generated by requiring activities, and CARE will be further refined in 
the future as new data, including CARE augmented contracts, are introduced into the model. 

CARE would be a web-portal ML platform with a file upload and document review user in-
terface (Figure 3). Contracting officers upload draft contracts for analysis and interact with 
recommendations for decision-making analysis only. To reduce the cost and complexity of de-
veloping and maintaining CARE, contracting officers transfer recommendations manually into 
the original document creation software, most likely Microsoft Word or Adobe Acrobat, prior to 
contract fulfillment. CARE is decision augmentation only. Contracting officers should consult 
with the requiring activity before accepting any CARE modifications, and risk scores above a 
certain percentage would require both the requiring activity and contracting commanders to 
concur. CARE enables commanders to analyze risk, considering risk to the force and risk to the 
mission against the perceived benefit of the contract.13

 

Figure 3. CARE use case

Based upon current development timelines from ML projects being piloted at U.S. Army 
Forces Command (FORSCOM), we believe that CARE can be rapidly developed with the involve-
ment of data scientists, contract specialists, and cyber security experts in under three months 
(Figure 4) utilizing the collaborative framework of DevSecOps and agile delivery. We anticipate 
an additional six to nine months to complete Authorization-To-Operate (ATO) requirements as 
necessary, working through ML Ops challenges to deploy and maintain models reliably in the 
production environment, user interface design, and policy decisions. By developing a narrow 
scope that precisely targets the problem that CARE solves, DoD can responsibly and rapidly 
prototype and field a platform that decreases contracting risk with immediate and tangible 
benefits. However, we do acknowledge the risk of the “valley of death” that a successful model 
development does not guarantee inclusion into a program of record for further sustainment 
and adoption.
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Figure 4. Projected CARE development timeline

CONCLUSION
Cyber-attacks by foreign adversaries and criminal organizations have revealed how the 

American people and the economy rely on the cyberspace domain. As more DoD operations 
migrate to the cloud with as-a-service contracting and as DoD activities contract for capabilities 
to enable a competitive edge in training and in combat, reducing the cybersecurity risk of these 
contracts is paramount for DoD to defend against and respond to adversarial cyber operations. 
We recommend that the U.S. Army Materiel Command, assisted by, in coordination with, and 
potentially developed through the DoD Chief Digital and Artificial Intelligence Office (CDAO), 
funds and develops CARE. Upon successful pilot testing, it would mandate all cyber and IT 
contracts to adopt CARE as a critical component in the contract approval process. DoD cannot 
allow contracting language to cripple America’s national security interests. Developing and 
implementing CARE for DoD cyber contracting will create a more resilient DoD cyber supply 
chain with the necessary contractual safeguards for DoD to prevent, monitor, and respond to 
cyber and IT related adversarial events.



FALL 2022 | 107

BRIAN LEE : DENNIS KIM : WALLACE ROLLINS

NOTES
1.	 National Security Commission on Artificial Intelligence, Final Report: National Security Commission on Artificial Intelli-

gence (Washington, DC, 2021), 50.
2.	 Paul G. Craft, personal communication, April 20, 2021.
3.	 National Institute of Standards and Technology, Information and Communications Technology Supply Chain Risk 

Management, (Washington, DC: Department of Commerce, 2021), https://csrc.nist.gov/CSRC/media/Projects/Sup-
ply-Chain-Risk-Managements/documents/nist_ict-scrm_fact-sheet.pdf.

4.	 “Build and Operate a Trusted DoDIN,” Defense Technical Information Center, 2022, https://dodiac.dtic.mil/wp-content/
uploads/2022/07/2022-06-24-csiac-dod-cybersecurity-policy-chart.pdf.

5.	 Dan G. Cox, “Artificial Intelligence and Multi-Domain Operations: A Whole-of-Nation Approach to Success,” Military Re-
view, 101, no. 3 (May-June 2021): 76-91, https://www.armyupress.army.mil/Portals/7/military-review/Archives/English/
MJ-21/MJ21-Whole-Book-2.pdf.

6.	 Paul Scharre, Army of None (New York: Norton, 2018), 29.
7.	 Ibid., 29.
8.	 Ibid., 30.
9.	 Ge Wang, “Humans in the Loop: The Design of Interactive AI Systems,” Stanford University, 2019, https://hai.stanford.

edu/news/humans-loop-design-interactive-ai-systems.
10.	“Feature Engineering,” DataRobot, 2021, https://www.datarobot.com/wiki/feature-engineering/.
11.	 William Marcellino et al., Army Analytic Capabilities: A Case Study Within Army Contracting Command and Its Implications, 

RR-A106-1 (Santa Monica, CA: Rand, 2021), 1, https://www.rand.org/pubs/research_reports/RRA106-1.html.
12.	Ibid., 5.
13.	Department of the Army, Mission Command: Command and Control of Army Forces, ADP 6-0 (Washington, DC: Department 

of the Army, 2019), 1-13.



108 | THE CYBER DEFENSE REVIEW

CONTRACT AI RISK ENGINE (CARE) TO REDUCE CYBER CONTRACTING RISK



JEFFREY A. VOICE

FALL 2022 | 109

ABSTRACT 

This article aims to identify and clarify a hierarchical construct used by defensive 
cyberspace planners and operators to aid in mission decomposition, assurance, and 
terrain mapping. The model enables the visualization of complex relationships and 
equities between cyberspace assets, resources, and warfighting missions. 

At a time when so many Department of Defense mission-essential tasks and func-
tions are cyber enabled, it is more critical now than ever that we strive to model 
the highly complex cyberspace operational environment in an understandable and 
useful way. Modeling is a practical means to take logical components of cyberspace, 
tether them to physical assets, and illuminate how they ultimately support missions. 
We can then prioritize mission-critical systems and capabilities, organize the defense 
of those cyberspace elements, and gain confidence we are defending the right things 
at the right time. While this model is conceptual, it represents a first step toward au-
tomating cyberspace terrain mapping that will enable defensive cyber planners and 
DODIN Cyberspace Forces to respond to the dynamic, man-made terrain that makes 
up the cyber operational environment.

“On-tol-o-gy” (computer science) “A structure of concepts or enti-
ties within a domain, organized by relationships; a system model.” 
	 – Houghton Mifflin 2016

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

Leveraging the Ontology  
of the Operational Cyber  
Mission Stack (OCMS)

Colonel (Ret.) Jeffrey A. Voice
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INTRODUCTION

In the progressively complex and dynamic cyber-
space environment where, like a submarine com-
mander, we can only perceive our operational envi-
ronment through a lens of sensor data, it is difficult 

to connect cyber terrain and assets, to essential tasks 
and functions supporting warfighter missions. The Op-
erational Cyber Mission Stack (OCMS) applies a con-
ceptual and visual construct to Department of Defense 
Information Network (DODIN) cyberspace to assist de-
fensive cyberspace planners, asset and mission owners, 
as well as Cyberspace Operations Forces (COF),1(1) iden-
tify, map, and understand the environment’s operation-
al and digital dependencies. 

A significant amount of literature has been dedicat-
ed to the network mapping of physical and digital net-
work components and logical protocols, using various 
models. The most common is the Open Systems Inter-
connection (OSI) model,2(2,3) which standardizes and 
describes the communication functions of computer 
systems to visualize network pathways. However, nei-
ther the OSI model nor the DoD conceived Transport 
Communication Protocol/Internet Protocol (TCP/IP)(4) 
model (a construct used to understand Internet proto-
col relationships) bridges the gap between the physical 
and logical elements of military cyberspace operations. 
The OCMS enables a commander to visualize, priori-
tize, and defend cyber-related elements to achieve mis-
sion accomplishment.

What is OCMS?

In Joint Publication (JP) 3-12, Cyberspace Operations, 
OCMS is characterized as “The ability to visualize cyber 
terrain, capabilities, and mission essential tasks and 
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He gave some indications on initial sets of protocols that have now been developed in the OSI reference model.
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objectives, facilitates cyberspace operations’ primary purpose, which is to achieve objectives 
in or through cyberspace.” The OCMS is a conceptual hierarchy and tool that enables visual-
ization thereby revealing and clarifying relationships between the physical and logical layers 
of cyberspace.

Toward understanding

Joint Force Headquarters-Department of Defense Information Networks (JFHQ-DODIN) Sub-
ordinate Campaign Plan’s (SCP) first Line of Effort is “Understand.” This is further defined in 
three Supporting Lines of Effort (SLOEs), the first of which is the environment.4 Operational 
planners, Area of Operations Commanders/Directors (CDRs/DIRs), and Mission-based/Func-
tional Sector CDRs/DIRs seeking a greater understanding of their environment must employ a 
conceptual hierarchy to gain a better appreciation of the inherent vulnerabilities and relation-
ships in the joint cyberspace operating environment.

Visualizing and mapping these mission elements up (or down) OCMS reveals which cyber 
terrain and assets are required to support a particular mission and how they relate to one 
another. This holistic analysis aids the identification of logical elements and physical nodes or 
assets necessary to support mission assurance. 

A typical cyber mission stack is shown in Figure 1, supporting a notional Maritime Logistics 
mission. This example shows the Line of Separation (shown as a horizontal dotted line) represents 
the demarcation between physical cyberspace elements such as Mission Relevant Terrain-Cyber 
(MRT-C), nodes or assets (below the line), and logical operational elements such as capabilities, 
mission essential tasks/functions (METs/MEFs), and objectives listed above the line.(5)

Figure 1. Typical Cyber Mission Supporting a Notional Maritime Logistics Mission.

It is important to recognize that Defensive Cyberspace Operations-Internal Defensive Mea-
sures (DCO-IDM)5 and DODIN Ops planners focus on friendly (Blue) cyberspace to enumerate 

5	It is important to note that in accordance with JP-5 Joint Planning, “Tasks direct friendly actions to create desired effect(s). These are the discrete 
activities directed in the campaign plan used to influence the OE. The execution of a task will result in an effect.”  For simplicity in illustrating 
the model, “effects” are omitted herein.

	 Assets deemed critical to a Commander’s mission are referred to as Task Critical Assets or “TCAs.” Where they are critical to strategic missions, 
they are referred to as Defense Critical Assets or “DCAs.”
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assets and capabilities which enable or create effects in cyberspace (and occasionally physical 
domains) to protect and defend them. Conversely, offensive cyberspace planners look beyond 
the DODIN boundary into neutral (Grey) or adversary (Red) cyberspace terrain to develop Cy-
berspace Effects Operations (CEO) based on a commander’s objectives. 

What is significant about these divergent organizational approaches is that in planning and 
executing defensive actions in friendly cyberspace, COF need to look inward to accurately iden-
tify and prioritize which cyberspace elements are most essential and most vulnerable according 
to mission imperatives and phases of operation(6) rather than merely executing threat agnostic 
contiguous defense measures.

Figure 2. Example of Geographic Distribution of Assets.

What does it do?

The stack enables visualization, prioritization and integration of equities, dependencies, and 
assets with operational capabilities, tasks, and objectives through a logical mission thread.(7) For 
instance, elements necessary to carry out a notional Air Force mission like the one depicted in 
Figure 2(8) may be diverse and distributed geographically around the globe. Their nature and 
distribution may obfuscate the equities and dependencies the OCMS model endeavors to clarify. 

The cyber portion of the mission thread associates two of the three layers of cyberspace (the 
logical network layer and the physical network layer,6 with operational warfighting imperatives 
or elements. It does so by modeling the operational cyber environment to allow the viewer to 
identify and connect cyberspace entities (physical and logical) supporting a mission. It further 
6	Phases of military operations typically begin with OPLAN approval. Operations ideally begin and end with Phase 0/Shape. Execution of the EXORD 

or OPORD activation begins the remaining phases. These phases consist of the following: Phase 1/Deter, Phase 2/Seize Initiative, Phase 3/Domi-
nate, Phase 4/Stabilize, and Phase 5/Enable Civil Authority.

7 A “mission thread” is an operational and technical description of the end-to-end set of activities and systems that accomplish the execution of a 
joint mission.

8 Courtesy of United States Air Force, Mission Thread Analysis Overview, A.F. Energy Assurance, safie.hq.af.mil/Installation Energy.
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informs the interoperability and dependency of diverse critical assets and cyber terrain sup-
porting one or more critical capabilities.

Why do we need a model?

The ability to deconstruct and understand the interrelation of dependencies increases in com-
plexity and importance as we widen the lens through which we visualize mission composition. 
The widening of that lens reveals a complex lattice of supporting and supported relationships. 

Dependencies and equities become more intricate as cyberspace elements support multi-
ple assets, capabilities, METs/MEFs, missions, etc. For example, the unshaded area in Figure 
3(i) shows two task-critical assets (TCAs) supported by common MRT-C. In Figure 3(ii), we 

Figure 3 (i). MRTC Supporting Two Task Critical Assets/Assets. Figure 3 (ii). TCA/Asset Supporting Multiple Capabilities.

Figure 3 (iii). Capability Supporting Multiple Mets/Mefs. Figure 3 (iv). Multiple Assets Supporting Diverse Capabilities.
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see a single TCA supporting multiple capabilities. Figure 3(iii) shows a single capability sup-
porting multiple mission essential tasks or functions (MET/MEF). Finally, in Figure 3(iv), we 
can see multiple assets supporting diverse capabilities. 

Where a series of critical assets are required to enable a capability, they are referred to as a 
TCA or Asset Group.7 TCA Groups can be particularly problematic for mission decomposition 
since it is the aggregate of the assets that enable a capability. A failure of any of the supporting 
assets can disable the capability. An example might be a Terminal High Altitude Area Defense 
(THAAD) system, which requires an interceptor, launch vehicle, radar, and fire control system. 
Each of those elements may be identified as an asset supporting a TCA.

Figure 4 further widens the lens and shows a Mission Owner (also referred to as a Sector 
Commander [CDR] or Director [DIR])(9) supporting multiple Lines of Effort (LOEs) that may 
include multiple missions. Using OCMS, we can see that the relationship between objectives, 
tasks, capabilities, and assets increases exponentially. Increasing these elements means in-
creasing the complexity of the supporting and supported relationships to be considered as well.

Figure 4. EOCMS Supporting Multiple Loes/Loos.

As the perception aperture continues to widen and becomes more inclusive during mission 
decomposition, we can see in Figure 5 that a contingency or campaign plan may involve multiple 
components (DODIN Sector CDRs/DIRs), each supporting multiple LOEs. Their missions are in 
turn supported by multiple assets provided by DODIN Area of Operation (DAO) CDRs/DIRs (asset 
owners or resource providers). 

It is important to understand that while Mission Owners (such as Combatant Commanders 
[CCDRs]) are responsible for mission assurance and accomplishment, they are at the same time 
dependent on multiple assets provided by DAO CDRs/DIRs to accomplish those missions. They 
are also concurrently acting as DAO CDRs/DIRs providing capabilities to support their own mis-
sions and those of others.

9	The DODIN Area of Operation (AO) and Sector construct is discussed briefly later in this article.
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Figure 5. OCMS Supporting Multiple Components Each Supporting Multiple Loes/Loos.

If we accept that DoD Components, such as military service components or other CCMDs, 
may be acting as a Sector CDR/DIR (Mission Owner) while also acting as a DODIN AO CDR 
(a resource or asset provider facilitating a variety of capabilities by way of their own assets), 
then we must also accept that the task of identifying, tracking, and managing those equities 
and relationships becomes massive and daunting. As a result, because cyber equities and 
relationships are so entwined and complex, a method or construct like the OCMS is helpful 
if not imperative.

In support of the concept of Battlespace Awareness, U.S. Cyber Command (USCYBER-
COM) Operational Guidance 3-2, “Defensive Cyberspace Operations,” cites the six joint 
functions which underpin the execution of operations in all warfighting domains. The Com-
mand-and-Control section discusses the importance of this awareness and states that “visu-
alization must encompass all layers of cyberspace, providing functional mapping of cyber-
space objects to the objectives they support; as well as the disposition and status of friendly 
and adversary forces within the terrain.”8 

OCMS supports the concept of battlespace awareness as it promotes functional and oper-
ational identification and mapping of cyberspace objects, such as MRT-C and assets, to the 
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objectives and missions they ultimately support. The increased awareness of the defensive 
cyber battlespace also facilitates a commander’s and COF’s ability to prioritize assets and 
terrain in support of mission assurance by revealing relevant, key or decisive terrain.

KEY TERRAIN-CYBER (KT-C)
KT-C—cyber terrain that affords a marked advantage to the combatant who holds or con-

trols it—can be identified using the OCMS model to unpack, analyze, and understand oper-
ational requirements, mission objectives, and vulnerabilities (i.e., single points of failure). 
It is important to note that KT-C, much like key terrain in other warfighting domains, can 
change as operations or campaigns mature.

For example, because we are essentially a commuter military, cyber terrain that enables 
Global Logistics may be more critical and nuanced during Phase I: Deter as forces are be-
ing built up than during Phase III: Dominate when demands may decrease as commanders 
might seek solely to sustain forces. As DoD COF strive to maneuver and defend KT-C, it is 
wise to be mindful that “unlike maneuver[ing] in the physical world, it will sometimes take 
place at machine and network speeds on terrain that constantly shifts.”9 

THE OPERATIONAL ENVIRONMENT (OE)  
It is essential to recognize that cognizance of the fidelity of situational awareness is pro-

portionate to the speed at which the cyberspace operational environment evolves: “Under-
standing the relationship of terrain to mission is critical in the development of Defensive 
Preparation of the Operational Environment” (DPOE).10 This is principally because, unlike 
other domains that are bound by more significant corporeal restrictions, like the first law of 
motion that can dictate how fast a missile may fly or how far a tank may fire, cyberspace’s 
fundamental and foundational physical restriction within the domain is the speed of light. 
The effects of executed capabilities can, in some cases, be delivered in nanoseconds. Further, 
those effects can be delivered at that speed globally.

Because cyber effects may be delivered instantly anywhere on the globe (or in Earth’s at-
mosphere), defending the DODIN is a global responsibility. This responsibility was formally 
tasked to JFHQ-DODIN by USSTRATCOM as recently as 2016. Specifically, the Commander 
of JFHQ-DODIN was ordered to “plan, execute, direct, coordinate, and assess the execution of 
global DODIN operations and DCO-IDM in coordination with affected combatant commands 
(CCMDs) and DoD Components.”11 This codified and operationalized the global responsibility 
for the defense of friendly cyberspace (DODIN) and all it encompasses. 

This global responsibility is reinforced and confirmed by the now Unified Functional Com-
batant Command, USCYBERCOM, in its 2019 Campaign Order. The order states: “USCYBER-
COM and its components (JFHQ-DODIN among them) will operate in a global domain with-
in the information environment consisting of the interdependent networks of information  
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technology (IT)…USCYBERCOM designates JFHQ-DODIN as the main effort for the protection 
of the DODIN.”12

Therefore, because cyberspace is unlike other warfighting domains and JFHQ-DODIN 
maintains global reach and responsibility for defense of the DODIN, it is important to recog-
nize “the nature of cyberspace dictates that the area of operations, influence, or interest are 
not constrained by geographic or political boundaries, and this may lead to rapid expansion 
or contraction of these areas.”13 This defines cyberspace as truly dynamic. 

AO/SECTOR CONSTRUCT
The OCMS hierarchy supports Intermediate Military Objective One (IMO 1) articulated in 

JFHQ-DODIN’s “Operation Gladiator Shield 2017”14 which directed Combatant Commanders, 
Service Components, Agencies, and Field Activities to organize the cyber battlespace accord-
ing to the DODIN AO and DODIN Sector construct.15 This objective represented a major step 
toward structuring a manageable and defendable DODIN battlespace.  

While AO is used in the construct to mean “Area of Operations,” it can also almost inter-
changeably represent “Asset Owners” since it is the DODIN AO CDRs/DIRs that usually pur-
chase, operate, maintain, and protect critical assets. An excerpt from USCYBERCOM FRAGORD 
1 to OPORD 17-0114 states, “an Area of Operation (AO) when established within the DODIN, 
is defined by the commander’s or director’s authority to direct DCO-IDM and DODIN Ops.”16 
Since we know that DODIN AO CDRs and DIRs are asset owners, this illustrates an orientation 
toward the assets and terrain which reside below the line of separation (Figure 1) on the OCMS. 
As previously alluded to, this is an inward orientation to cyberspace operations.  

A subsequent passage from the same order states, “Sectors are established to reference 
DoD core functions and the corresponding commands, agencies, and field activities that are 
supported and/or impacted by a cyberspace incident or event.”17 This illustrates a focus on 
functions, tasks, and capabilities that enable a mission above the Line of Separation on the 
OCMS. The DODIN AO/Sector construct, and its orientation to assets or functions, becomes 
evident when using OCMS and thereby enables the decomposition of a mission and identifi-
cation of which assets are supporting which capabilities. 

The Need for Automation

Because the relationships among elements are so complex, the dependence of METs and 
MEFs on cyber is so great, and because the terrain is subject to morphing at the speed of 
fiber optics, there is a clear need for an automated platform or technology to aggregate and 
make network visualization available across all Sectors and DAOs. The Mission Assurance 
Decision Support System (MADSS) has been designated by the Chairman of the Joint Chiefs 
of Staff as the program of record for mapping DODIN cyber terrain and assets that support 
operational warfighting requirements. The implementation of that mission assurance plat-
form was further ordered by CDRUSCYBERCOM in January of 2017.18
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However, the current input of data into MADSS is a painstakingly manual process. Be-
cause cyber terrain can change so rapidly in ways that may have unexpected consequenc-
es, it is important that a fully automated strategy be implemented as soon as possible. 
Regardless of which platform is used, it is important to remember that because cyberspace 
is a man-made warfighting domain which “adds global reach, often at nearly instantaneous 
speeds,”19 and because its terrain evolves and changes constantly, some form of advanced 
automation if not artificial intelligence will ultimately be necessary to deliver a real-time 
accurate visualization of the cyberspace operational environment. This automation will 
add immeasurably to a commander’s ability to establish and maintain a cyberspace com-
mon operating picture (COP).

CONCLUSION
Because of the complexity of the cyberspace warfighting domain, it is necessary to have 

a mechanism or model (like OCMS) to unpack and visualize the myriad physical and logi-
cal connections and dependencies between all cyberspace elements represented in OCMS, 
to identify and protect operational elements supporting warfighters conducting kinetic or 
cyberspace operations. As stated earlier, understanding the relationship of objects in the 
hierarchy of the Operational Cyber Mission Stack is essential in decomposing and assuring 
a mission.

The model advanced in this article helps cyber planners, defenders, and mission com-
manders visualize and define the friendly cyberspace environment. This visualization allows 
the user to better track and prioritize physical and logical elements of cyberspace, going 
from micro to macro views of the OE as it evolves and changes on a global scale.   
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ABSTRACT  

In this article, I review how the international cybersecurity norms, agreed to in 2015 
and reaffirmed in 2021 by the member countries of the United Nations (UN), provide 
guidance to states on their possession and use of offensive cyber capabilities. This is 
an important exploration given that UN negotiations have reached a provisional cli-
max, and that more states, ranging from major cyber powers to developing cyber na-
tions, are getting involved with offensive cyber activities. I consider the 11 UN norms 
and extract the specific guidance they offer both to states that conduct offensive 
cyber operations and to states who have been attacked by offensive cyber activities. 
Then, I consider the various types of cyber operations that could affect international 
peace and security before looking at ways through which governments, international 
bodies and communities of non-governmental organizations can support observance 
of the UN norms. Finally, I assert that responsible forms of offensive cyber will not be 
for all states, and that raising the bar – including through the UN norms – benefits 
all major cyber powers.

At the informal intersessional consultative meeting of the UN Open-ended 
Working Group (OEWG) on information and communications technology (ICT) 
security in December 2019, Microsoft’s vice-president for Customer Security 
and Trust, Tom Burt, wanted to send a strong message to the assembled rep-

resentatives of UN member countries: the security, safety, and stability of cyberspace is 
in imminent danger and, to prevent further escalation, countries should stop misusing 
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cyberspace for offensive operations.1 In the accompa-
nying written submission, Microsoft stated that it was 
analyzing “trillions of signals” in an effort to “identify 
sophisticated threats and protect our customers from 
a diverse and growing number of nation-state actors.”2 

In 2018, the UN General Assembly established this 
OEWG to further develop norms for states’ responsi-
ble cyber behavior, explore ways to implement them, 
and, when necessary, introduce changes or additional 
rules of behavior.3 After two years of negotiations, the 
working group concluded in 2021 with a reaffirmation 
of 11 voluntary and non-binding norms that were first 
agreed in 2015. 

The 11 UN cyber norms set out eight positive steps 
that states should take, and three actions states should 
avoid.4 States are recommended to implement the fol-
lowing actions: 

mCooperate to increase stability and security in 
cyberspace

mConsider all relevant information when attribut-
ing cyber incidents

mPrevent criminal and terrorist use of information 
and communications technologies

mRespect human rights—including privacy—online

mTake appropriate measures to protect critical 
infrastructure from cybersecurity threats

mRespond to reasonable requests for assistance 
from another state

mTake steps to protect the integrity of supply 
chains for ICT products, and

mReport ICT vulnerabilities in a responsible 
manner

And states should refrain from the following actions:

mKnowingly allow their territory to be used to 
commit internationally wrongful acts using 
cyber tools

Bart Hogeveen is the Head of Cyber Capacity 
Building at the Australian Strategic Policy In-
stitute. In this role, he focuses on international 
peace and security, international aid, and 
national security aspects of cyber and digital 
issues in the Indo-Pacific region. Together 
with ASEAN-based think tank partners, he au-
thored the Sydney Recommendations on Prac-
tical Futures on Cyber Confidence Building in 
the ASEAN region (2018). With support from 
the UK Foreign, Commonwealth and Develop-
ment Office and the Australian Department 
of Foreign Affairs and Trade, Bart directed a 
multiyear capacity-building effort supporting 
the implementation of the UN cyber norms in 
the ASEAN region between 2019 and 2021. His 
report, “The UN norms of responsible state 
behaviour in cyberspace. Guidance on Imple-
mentation for Member States of ASEAN,” was 
published in March 2022.
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mConduct cyber activities that damage the delivery of essential services by critical infra-
structure in another country

mHarm another country’s Computer Emergency Response Team (CERT) or use their 
national CERT to engage in malicious cyber activity

Throughout the tenure of the OEWG negotiations, between 2019 and 2021, the message 
from industry, civil society organizations and thinktanks was that governments should act in a 
more diligent, forthcoming, and sincere way in complying with their self-agreed norms.5 This 
is a challenge when compliance is based on political and moral grounds and detailed guidance, 
case-studies and verification methods are absent.

As more states (both major cyber powers as well as developing cyber nations) add offen-
sive tools to their portfolio of cyber capabilities, so should the accountability and reassurance 
measures. Therefore, the main question that I intend to answer in this article is: How does the 
existing set of UN norms provide relevant guidance for states in their efforts to responsibly 
develop, possess, and deploy offensive cyber capabilities?

Competition and conflict among states and their use of cyber tools as levers of political, mili-
tary, and economic coercion are generally regarded as threats that can potentially destabilize the 
integrity of cyberspace and societies that rely on trust and confidence in the digital environment.6 
Since 2015, the number of state-sponsored cyber operations and significant cyber incidents 
that have become publicly recorded or acknowledged has grown significantly (See figure 1).

Figure 1. Based on number of entries per year from Council on Foreign Relations’ Cyber Operations Tracker (black line)  
and the Centre for Strategic and International Studies’ List of Significant Cyber Incidents (gray line).

Specifically, the governments of Russia, China, North Korea, and Iran have attracted the ire of 
western states for sponsoring offensive cyber operations. In July 2021, a grand coalition of the 
US, UK, Australia, Canada, New Zealand, Japan, the EU, and NATO called out the Chinese gov-
ernment for a prolonged campaign of espionage that sought commercial and personal profit,7 
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discovered and exploited zero-day vulnerabilities in Microsoft Exchange servers8 and aided 
“the widespread and reckless sharing of the vulnerability.”9

The public statements accompanying the attribution refer to internationally agreed norms of 
responsible state behavior.10 In this case, among other things, China was called upon to honor 
its commitment not to “knowingly allowing its territory to be used for internationally wrongful 
acts using ICTs” (UN norm #3). After being notified, China should have taken “reasonable 
steps within its capacity to end the on-going activity in its territory,” which it declined. More-
over, should Beijing lack the capacity to address these issues, norm #8 suggests it should have 
considered seeking outside assistance, which it did not.

There are, however, commitments that the attributing states had to uphold as well. UN norm 
#2, for instance, recommends that states “consider all relevant information, including the larg-
er context of the event, the challenges of attribution in the ICT environment, and the nature 
and extent of the consequences.”11 They should also keep in mind that “an ICT incident ema-
nating from the territory or the infrastructure of a third state does not, of itself, imply respon-
sibility of that state for the incident.”12

Overall, the practice of publicly attributing acts of offensive cyber appears a bit one-sided. 
All documented attributions have originated from western governments, dominated by Five 
Eyes nations, which have declared their own possession of offensive cyber capabilities and a 
willingness to use them. In fact, the US, UK, Australia, as well as the Netherlands, Denmark, 
and Sweden have confirmed they have conducted offensive operations.13 

Despite ample public evidence to the contrary,14 officials representing the governments of 
China, Russia, and Iran have continued to deny their country’s possession, and use of offen-
sive cyber capabilities.15 In international forums, Beijing, Moscow, and Tehran have gone to 
great lengths to object to any language that would normalize what they call the militarization 
of cyberspace.16 They capitalize on sentiments expressed by developing cyber nations, such 
as through the Non-Aligned Movement, which feel overwhelmed by the capabilities of major 
cyber powers.17

This case illustrates how the UN norms can be used to guide state practice. There are certain 
rules, principles, or norms—either explicit or implied—that determine a ‘zone of acceptable 
behaviour’ when it comes to the possession and use of offensive cyber capabilities and any 
state’s (counter)responses. At the same time, today ample latitude remains for states to deny or 
circumvent their responsibilities and dodge accountability.

Are the 2015 UN Norms Relevant for the Future of Offensive Cyber?

Efforts to build an international regime for managing inter-state cybersecurity issues started 
as early as 1998. One of the milestones has been the endorsement by the UN General Assembly 
of Resolution 70/237 in 2015, which calls on all states to use the UN framework for responsible 
state behavior. This framework is based on the recognition that international law applies to state 



FALL 2022 | 127

BART HOGEVEEN

behavior in the cyber domain and is further complemented by 11 voluntary and non-binding 
norms; various confidence-building measures, particularly to strengthen transparency, pre-
dictability, and stability, and; a commitment to global capacity building.18 

The set of 11 norms probably provides the most practical guidance regarding what is expect-
ed of states in their use of ICTs.

Figure 2 The UN norms of responsible state behaviour in cyberspace. Source: https://www.aspi.org.au/cybernorms.

Since 2015, three more rounds of negotiation have taken place. A setback was encountered 
when the Group of Governmental Experts (GGE) 2016-17 failed to reach a consensus. Dis-
agreements remained over the application of international law, the right to self-defense, the 
principle of state responsibility, and legal bases for countermeasures in response to a cyber in-
cident.19 The latest two rounds, the Open-ended Working Group and sixth GGE which occurred 
in parallel in 2019-21, were successfully concluded. This reestablishment of consensus among 
the OEWG and GGE members has been hailed as a diplomatic triumph.20 

Negotiators were able to add references to cybersecurity threats affecting electoral processes 
and health infrastructure,21 and to rebut claims that “the consensus of the past is not the con-
sensus of the present.”22 Besides this, however, the national delegations were only able to agree 
to a reconfirmation of the previous agreement from 2015. Therefore, it is reasonable to assume 
that negotiations have now reached their provisional climax, and the reach and breadth of the 
framework will not be expanded in the near future.

At this point in time, the UN framework of responsible state behavior in cyberspace is the 
only globally recognized point of reference to assess what is and what is not responsible state 
use of cyber tools in the context of international peace and security. Hence, negotiators have 
shifted their attention to deepening their understanding of the practical implications of the cur-
rent framework, in particular the norms.23 These could include guidance on responsible use of 
offensive cyber capabilities, requirements for oversight and accountability, and recommended 
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operational policies, skills and safeguards a state should be able to demonstrably possess—now 
and into the future. There may also be certain monitoring and reporting roles that could be 
taken up by academia, civil society organizations, and industry to increase transparency, ac-
countability, and strengthen collective reassurance.

For this article, offensive cyber capabilities refer to a state “possessing the resources, skills, 
knowledge, operational concepts and procedures” to conduct offensive cyber operations which 
are “operations to manipulate, deny, disrupt, degrade, or destroy targeted computers, informa-
tion systems or networks.”24 As I am focusing on international peace and security, I consider a 
cross-jurisdictional element as a factor in offensive cyber operations. 

There is no implied suggestion that states should develop offensive cyber capabilities or 
consider their use, let alone that this would be a positive development for international peace 
and security. However, it is taken as a matter of fact that states are increasingly working on de-
veloping sophisticated offensive cyber capabilities and that more states, for different reasons, 
will get involved with offensive cyber capabilities in the future.

Can the Future of Offensive Cyber be Assessed through the UN Norms?

With the agreed upon UN cyber norms, the activities, intentions, and policies of states can 
be subjected to assessments.25 States can be complimented for their response to an incident, or 
national practices can be heralded as global good practice. Also, states can be reprimanded if 
they have not done enough to prevent an incident, or that they have used cyber capabilities in 
an irresponsible manner.26 

The language reflected in the current text of the norms is a result of concerns and opinions 
following cyber and information security incidents that occurred up to 2015 such as the 1999 
wars in Kosovo and Chechnya,27 the Olympic Games/Stuxnet28 operation against Iran, and the 
Snowden revelations.29 Since then, there have been attempts to introduce additional norms, 
notably the idea of protecting the “core of the internet” (promoted by the Netherlands), to pro-
hibit cyber-enabled theft of intellectual property for commercial purposes (promoted by the 
US) and including the application of international humanitarian law (IHL); spearheaded by the 
International Committee of the Red Cross (ICRC). Although the GGE in 2021 agreed to note 
that IHL applies as well as the applicability of its underpinning legal principles,30 neither the 
GGE 2016-17 nor the two 2019-21 groups succeeded to expand the original 11 norms.

There have also been proposals from civil society organizations and the IT industry to ex-
pand the remit of the UN norms and make them apply to issues of digital rights, cybercrime, 
and digital development. However, UN member states have rebuked this sentiment and main-
tain that the norms should focus on cybersecurity issues that affect inter-state relations.31 While 
recognizing the multi-stakeholder nature of the cyber domain, in particular ownership of key 
tenets of infrastructure by the private sector, governments also held on to their primary re-
sponsibility to ensure safety and security in inter-state cyber relations.32
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The norms are seen as a means for states to prevent and mitigate the worst of all cyber inci-
dents, i.e., those intentionally or inadvertently perpetrated by governments in the context of po-
litical-military tensions or economic conflicts. Offensive cyber falls squarely within this context. 
Additionally, the UN norms serve as a foundational source from where to deduce specific guid-
ance on responsible state use of ICTs and should be used to assess current state behavior and 
draw red lines for future reference. In fact, the 2021 reports of both the OEWG and GGE in-
troduced a line calling on states “to avoid and refrain from the use of ICTs not in line with the 
norms of responsible State behaviour.”33

How do the UN Norms Examine Offensive Cyber?

The UN working groups that were established to consider international cybersecurity were, 
among other things, instructed to provide an assessment of existing, emerging, and potential 
threats. Since 2004, none of the reports that have been published makes explicit reference to 
offensive use of cyber capabilities.34 Instead, UN member countries simply acknowledge that 
“a number of States are developing capabilities for military purposes”35 and observe activities 
by “persistent threat actors, including states” as well as the use by states of “ICT-enabled covert 
information campaigns.”36

These rather unspecified acknowledgments reflect observations that cyber operations tend 
to be mostly conducted in “the grey zone,” which characterizes many of today’s conflicts, ten-
sions and strategic competition.37 Within this zone, we see blurred lines between intelligence 
and offensive cyber operations; between cyber and information operations; in the use of prox-
ies for cyber operations; and the absence of a distinction between operations of a criminal or 
inter-state (political-military, offensive) nature. 

The UN norms, however, do refer to certain cyber capabilities that states possess and use that 
are potentially of an offensive nature. These terms are laid out in Table 1.

Norm Terminology
#1 ICTs, ICT networks, and ICT practices that are harmful or that may pose threats to the maintenance of international peace and security
#2 Malicious ICT incidents
#3 Internationally wrongful act
#6 ICT activity contrary to obligations under international law
#6 ICT activities conducted or supported by a state that may impact the critical infrastructure of or the delivery of essential public services in another state
#8 Malicious ICT acts
#9 Malicious ICT tools and techniques
#9 Use of harmful hidden functions, including backdoors
#10 The exploitation of vulnerabilities that compromise the confidentiality, integrity, and availability of systems and networks
#11 Malicious international activities

Table 1: Terms related to offensive cyber included in the UN norms lexicon.
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The used terminology suggests that the international community intends to distinguish be-
tween the malicious and benevolent use of cyber capabilities. This may imply that offensive 
cyber operations are acknowledged in situations where acts, tools, techniques, and activities 
are or are becoming “malicious.” This leads to questions about what is considered “malicious” 
and who makes that determination.

The potential consequences of offensive use of cyber capabilities seem to be recognized with 
the adjective clauses “acknowledged to be harmful” and “pose a threat to international peace 
and security.” Finally, the terms note the use of hidden functions in software and/or the ex-
ploitation of known or yet unknown vulnerabilities. These are tools, tactics, and techniques—or 
enablers—that commonly form a part of offensive cyber operations. Clearly, the UN norms do 
not dismiss the existence of a state’s offensive cyber repertoire although precise definitions 
and intended meanings are absent.

What Guidance Can be Deduced from the UN Norms on Offensive Cyber?

A next step is to look closely at the text of each of the individual norms and establish how 
they address the pertinent issues such as the development of offensive cyber capabilities, com-
mand and control over cyber tools in possession; use of cyber capabilities; and response mea-
sures after becoming a victim of the development, control, and/or use of capabilities by other 
states. This is greatly aided by the “additional layer of understanding”38 that is offered in the 
GGE 2021 report.

An initial observation in considering the eleven norms is the balance between responsi-
bilities of the victim of a cyber operation and those of the author. This is most evident in the 
combination of norms 6 and 7. While norm 6 prohibits the targeting of critical infrastructure 
in another state, norm 7 imposes a responsibility to make sure one’s own critical infrastruc-
ture is sufficiently cyber secure. This should create an environment where (innocent and 
civilian) systems are not inadvertently affected while offering offensive cyber operators the 
opportunity to be distinct and proportional in their actions.

That same mutuality can be found when considering the norms on offensive cyber. There 
are responsibilities for states that possess and use cyber capabilities as well as for states 
who believe they have been attacked by other states’ offensive cyber activities. The different 
pieces of guidance that can be found in the set of eleven norms are presented in Tables 2 and 
3 respectively, with a distinction between encouraging and constraining actions.

The do’s and don'ts outlined in Table 2 show that the current UN norms assign a range of 
responsibilities to any state involved in offensive cyber. 

For instance, the UN norms constrain the use of offensive cyber by requiring operations to 
be targeted and to exclude effects on other states’ critical infrastructure and CERTs, including 
through second- and third-order effects. The norms also require that tools and techniques 
need to be used in such a way that they do not proliferate any further, and vulnerabilities 
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should not be used in a way that additionally compromise the confidentiality, integrity, and 
availability of ICT products. Also, the state authoring the operation should be able to end the 
activity once it appears to be threatening international peace and security and/or amounts 
to an internationally wrongful act.

The UN norms further state that the possession of offensive cyber capabilities comes with 
the responsibility to follow adequate policy and legislative measures to ensure that no oper-
ation will breach obligations under international law and to guarantee a form of review and 
oversight. They also set out the responsibility to not engage a state’s national CERT in offen-
sive cyber operations and to ensure a separation of staff, tools, and command and control.

The development of offensive cyber capabilities or attempts to acquire or procure access to 
third-party capabilities do not seem to be guided by the UN norms. In other words, states are 
currently free to pursue these assets.

The norms also extend duties to states that believe they have been attacked by an offen-
sive cyber operation. They need to contact, consult, and inform the other states concerned, 
including the presumed author. They also have to make sure they have done their own due 
diligence regarding cybersecurity measures and incident response mechanisms. Finally, the 
norms indicate an affected state should “take a deep breath” and respond proportionally and 
in an informed manner.

Individual States should apply the following actions:
mTake reasonable steps within their capacity to end the ongoing activity in its territory.39

      (to prevent a potential internationally wrongful act40).
mRespect and protect human rights and fundamental freedoms, in particular the freedom of expression which includes 
       the freedom to seek, receive, and impart information regardless of borders and through any media.41 
mPut in place relevant policy and legislative measures at the national level to ensure that state-sponsored ICT activities
      that may impact the critical infrastructure or delivery of essential public services in another state conducted in 
      accordance with  international law and subject to comprehensive review and oversight.42

mPrevent the proliferation of malicious ICT tools and techniques.43

mIntroduce measures that prohibit the introduction of harmful hidden functions and the exploitation of vulnerabilities 
      in ICT products that may compromise the confidentiality, integrity, and availability of systems and networks.44

mPut in place legal frameworks, policies, and programs to guide decision-making on the handling of ICT vulnerabilities 
      and curb their commercial distribution.45

mDistinguish their national CERT(s) from other arms of government.46 
Individual States should refrain from the following actions:
mCarry out activities that threaten international peace and security or are harmful.47

mPractice arbitrary or unlawful mass surveillance.48

mIntentionally damage critical infrastructure or otherwise impair the use and operation of critical infrastructure 
       to provide services to the public, including cascading domestic, regional, and global effects.49

mConduct or knowingly support activity to harm the IT systems of CERT in recognition of their unique responsibilities 
      and functions in managing and resolving ICT incidents.50

mUse their national CERT(s) to engage in international malicious activity.51

Table 2: Guidance from the UN norms on responsibilities to states involved in offensive cyber.
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How each state fulfils these responsibilities is a matter of national policy and sovereign deci-
sion-making. It will differ among states based on factors such as political-military culture, na-
tional cyber and security context, and institutional arrangements of government. The UK and 
Australia, for instance, will have special duties to reassure friends and foes of their responsible 
conduct of operations given the integration of the national CERT and National Cyber Security 
Centre into, respectively, Government Communications Headquarters (GCHQ) and the Austra-
lian Signals Directorate (ASD). In Australia, ASD has the national mandate for developing tools, 
techniques, and procedures of offensive cyber that they then “offer” to Defense or a respective 
military command.61 In the UK, together with the Ministry of Defence, Secret Intelligence Ser-
vice, and Defence Science and Technology Laboratory, GCHQ coordinates the National Cyber 
Force, which is the only recognized body to conduct offensive cyber operations.62

Different Types of Offensive Cyber Operations in the Context of International Security

The UN cyber norms are a relevant mechanism to assess offensive cyber. They provide dis-
tinct guidance to states on their use of and any responses to the use of offensive cyber by oth-
ers. The next thing to consider is the context in which offensive cyber capabilities are deployed, 
in particular situations that may constitute a threat to the maintenance of international peace 
and security.

Different perspectives address the strategic value of offensive cyber operations. Based on an-
ecdotal evidence that is surfacing from past cyber operations, it appears that the cyber domain 
is a treasure trove for intelligence-collection activities such as intercepting communications and 
data, stealing high-value intellectual property, and pre-positioning for any potential future acts. 

While debates continue as to whether cyber espionage meets the criteria of offensive cyber, 
in most cases state capabilities and agencies mandated with foreign (cyber) espionage are the 
same as, or closely connected to, those for offensive (military) cyber operations. In diplomatic 
practice, however, the use of cyber tools for intelligence purposes does not appear controversial or  

States should:
mConsult among relevant competent authorities between the states concerned.52

mConsider all relevant aspects in their assessment of the incident. This can include the incident’s technical attributes; 
      its scope, scale, and impact; and the wider context, including the incident’s bearing on international peace and security.53

mTake all appropriate and reasonably feasible steps to detect, investigate, and address the situation.54

mNotify the state from which the activity is emanating.55

mTake appropriate measures to protect its critical infrastructure and designate infrastructure and sectors it deems critical.56

mClassify ICT incidents in terms of their scale and seriousness.57

mAuthorize national CERT(s) and put in place a national ICT-security incident management framework.58

mRespect and protect human rights and fundamental freedoms, in particular the freedom of expression which includes
      the freedom to seek, receive and impart information regardless of frontiers and through any media.59

States should not:
mMonitor all ICT activities within their territory.60

Table 3: Guidance from the UN norms on responsibilities to states who fall victim to another state’s offensive cyber.
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discouraged.63 Intelligence operations have only become problematic in situations in which they 
were discovered, exceeded a distinct political-military (information) purpose, for instance, in the 
case of cyber-enabled theft of intellectual property or created unintended physical effects.

Another use case is cyber operations that are part of a wider campaign of authorized military 
operations; they are one of the many “weapons”64 that can be deployed both in the intelligence 
preparation of the battlefield65 and for tactical operations. A well-known example of the latter 
is the cyber operation by the US, UK, and Australia against the Islamic State’s propaganda net-
work in 2016.66 Also, recent Russian cyber operations as part of the military campaign against 
Ukraine, and earlier, in 2008 against Georgia, fit this category.

In the similar military context, there are several examples of standalone offensive cyber op-
erations. The Olympic Games/Stuxnet operation attributed to the US and Israel against Iran’s 
nuclear capabilities is an example that fits this label as does the use of offensive cyber capabili-
ties to combat cybercrime and prevent terrorist use of the internet. The Australian government, 
for example, has declared a willingness to deploy their offensive capabilities to pursue overseas 
cyber criminals,67 and the US conducted operations “to impose costs” on Russian-based ran-
somware groups.68

The last category of offensive cyber operations to carefully consider in the context of interna-
tional peace and security is the use of cyber capabilities by security and intelligence agencies 
under domestic law and for national (public) security purposes.69 In efforts to stem discontent, 
surveil political opposition, demoralize insurgency groups and control the flow of information 
and data in and out of the country, security agencies have imposed crude tactics that wouldn’t 
be out of place in an inter-state conflict. Furthermore, states will be challenged in any claims 
of sole domestic effects of the use of cyber capabilities given the character of the networks and 
almost inevitable cascading effects outside their sovereign borders.

In these four situations, states make use of their offensive cyber capabilities in the pursuit 
of what can be legitimate national interests. In doing so, however, they may exceed the bound-
aries of responsible behaviour and create a threat to international stability. This then leads to 
the final question of how the UN norms can be applied. This requires a more detailed under-
standing of what tools, techniques, activities, and impact are out of bounds, and through which 
means and mechanisms offensive cyber acts can be verified.

Applying the UN Norms in Maintaining International Peace and Security 

In conventional warfighting and peacekeeping, international legal concepts, thresholds of 
peace and conflict, and rules of engagement are relatively clear and established. The UN Se-
curity Council typically acts as the premier body to discuss issues related to the maintenance 
of international peace and security, including investigations into international disputes, 
recommendations to resolve tensions, and the determination of the existence of a threat or acts 
of aggression. The Council can also decide to impose sanctions or authorize military responses.70 
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Through these functions, the Council has been applying rules of international law along-
side a wide variety of norms of responsible state behavior, such as committing to the respon-
sibility of humanitarian intervention and mandates around the protection of civilians. The 
UN General Assembly, where all international cybersecurity debates have so far taken place, 
can only make non-binding recommendations and, in practice, the nature of the General 
Assembly’s First Committee deliberations have been largely conceptual and legalistic rather 
than issue- or incident-specific.

During its non-permanent term on the UNSC in 2020-21, Estonia has been fronting a se-
ries of so-called Arria formula meetings.71 These are informal sessions intended to engage 
stakeholders outside of the UN system or to raise issues that have not yet found their way 
to the formal agenda of the Security Council. These are valuable steppingstones to arrive 
at a future situation where an international body such as the Security Council will express 
an opinion about an act of offensive cyber in terms of its legality and legitimacy. For now, 
Russia, China, and their allies do not see a role for the UN Security Council on international 
cyber matters.72 This aligns with their effort to prevent the acknowledgment of “the milita-
risation of cyberspace.”

For the purpose of arms control, disarmament, and conflict prevention, the UN and vari-
ous regional organizations have mechanisms in place for states to report on their military 
capabilities, doctrines, and decision-making, which are monitored by international secretar-
iats, civil society organizations, and academia.73 Similar activities have started to emerge for 
cyber capabilities that may jeopardize international peace and security including offensive 
cyber operations. Examples include the cyber operations74 and significant cyber incident75 
trackers, cyber power, and capability indices,76 and assessments of nations’ international 
cyber strategies.77 Yet, these have not yet reached a level of maturity to consequently affect 
national decision-making and offer a robust form of international accountability.78 

The non-tangible and yet-too-difficult-to-verify character of cyber operations is a significant 
hindering factor in this accountability effort. Also, the dominant roles of intelligence agen-
cies and the use of proxy actors add to the level of secrecy surrounding state cyber capabil-
ities. Nonetheless, a gradually growing body of public government documentation is emerg-
ing that allows assessments to be made. These include cybersecurity strategies, operational 
concepts for cyber commands, and military cyber-related Standard Operation Procedures 
(cyber-SOPs). Confidence-building measures promoted by the UN, as well as several regional 
organizations, are promoting the sharing of official, but unclassified documents like these.

There is a pivotal role for Track Two actors such as academia, think tanks and civil society 
organizations to keep pushing states at the national and operational level to exercise greater 
transparency and to expose and report on real-life incidents, compare these with public  
documents, and offer informed assessments of the responsible and irresponsible nature of 
specific offensive cyber activities.
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CONCLUSION
The UN norms of responsible state behaviour in cyberspace do not discourage, let alone 

stop, states from developing or procuring cyber capabilities. In fact, it is most likely that 
more states will pursue national cyber capabilities for either domestic security purposes or 
in light of geo-economic competition.  

However, this does not necessarily lead to an offensive future. Ever since international 
ICT security was put on the UN agenda as a topic in 1998, the world’s major cyber powers, 
including the US, Russia, and China, have shown an interest in developing and committing 
to certain basic minimum rules. 

The UN norms provide relevant guidance to states in terms of their responsible possession 
and use of offensive cyber capabilities. While they are anything but complete and unambig-
uous, collectively the current set of 11 norms provides a distinct direction. It shows what 
activities, effects, and practices the international community does not want to see occurring. 

While norms are occasionally violated, the general applicability of the 11 UN norms is not 
disputed. Further work is required to marry UN language around “maliciousness” with of-
fensive cyber, develop operational guidance, and find mechanisms to assess states’ on-going 
observance.

Responsible forms of offensive cyber will not be recognized by or achievable for everyone 
and most likely remain the business of a limited group of states that show a political interest 
in projecting power in cyberspace, have a digital and tech-enabled economy and can employ 
operators with sophisticated technical skillsets. More fundamentally, these frontrunners will 
benefit from setting the bar of responsible state behavior high as their own capabilities grow 
and professionalize.

An elevated bar for states to responsibly possess and use offensive cyber capabilities 
should create an environment where states can use these tools and assets for legitimate na-
tional interests but without jeopardizing international peace and security, and societal trust 
and confidence in ICTs and the digital domain.  
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APPENDIX
The full text of the UN norms of responsible state behavior in cyberspace, as contained in UN General Assembly Resolution 
70/237 (2015).

(a)	 Consistent with the purposes of the United Nations, including to maintain international peace and security, States 
should cooperate in developing and applying measures to increase stability and security in the use of ICTs and to pre-
vent ICT practices that are acknowledged to be harmful or that may pose threats to international peace and security;

(b)	In case of ICT incidents, States should consider all relevant information, including the larger context of the event, the 
challenges of attribution in the ICT environment and the nature and extent of the consequences;

(c)	 States should not knowingly allow their territory to be used for internationally wrongful acts using ICTs; 
(d)	States should consider how best to cooperate to exchange information, assist each other, prosecute terrorist and 

criminal use of ICTs and implement other cooperative measures to address such threats. States may need to consider 
whether new measures need to be developed in this respect;

(e)	 States, in ensuring the secure use of ICTs, should respect Human Rights Council resolutions 20/8 and 26/13 on 
the promotion, protection and enjoyment of human rights on the Internet, as well as General Assembly resolutions 
68/167 and 69/166 on the right to privacy in the digital age, to guarantee full respect for human rights, including the 
right to freedom of expression;

(f)	 A State should not conduct or knowingly support ICT activity contrary to its obligations under international law that 
intentionally damages critical infrastructure or otherwise impairs the use and operation of critical infrastructure to 
provide services to the public; 

(g)	 States should take appropriate measures to protect their critical infrastructure from ICT threats, taking into account 
General Assembly resolution 58/199 on the creation of a global culture of cybersecurity and the protection of critical 
information infrastructures, and other relevant resolutions; 

(h)	States should respond to appropriate requests for assistance by another State whose critical infrastructure is subject to 
malicious ICT acts. States should also respond to appropriate requests to mitigate malicious ICT activity aimed at the 
critical infrastructure of another State emanating from their territory, taking into account due regard for sovereignty; 

(i)	 States should take reasonable steps to ensure the integrity of the supply chain so that end users can have confidence in 
the security of ICT products. States should seek to prevent the proliferation of malicious ICT tools and techniques and 
the use of harmful hidden functions; 

(j)	 States should encourage responsible reporting of ICT vulnerabilities and share associated information on avail-
able remedies to such vulnerabilities to limit and possibly eliminate potential threats to ICTs and ICT-dependent 
infrastructure;

(k)	States should not conduct or knowingly support activity to harm the information systems of the authorized emer-
gency response teams (sometimes known as computer emergency response teams or cybersecurity incident re-
sponse teams) of another State. A State should not use authorized emergency response teams to engage in malicious 
international activity.
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The AI Race Winner Will Control AI Impacts on Society

An increasingly urgent debate rages in many circles about the “Artificial Intel-
ligence (AI) Arms Race” rapidly progressing on a global scale. Among many 
unanswered questions, one is of particular interest to the United States (US) 
government: Where does the US stand in this race relative to China? This 

question is critical because the AI Arms Race “winner” will dominate how AI impacts 
myriad aspects of human society worldwide. For the US to lead the AI race, it will require 
a conscious partnership among public, private, and academic sectors, and a strategic 
alignment with our allies. Our relative position as a world leader, our relative position as 
an economic leader, and our standing as a moral force for all people’s good and ethical 
treatment are at risk.

The sheer breadth that AI poses, both to improve and degrade human life, deeply trou-
bles many. A common naysayer vision of AI in the future poses a bleak dystopian picture 
dominated by terminators and bad actors. The high-profile Elon Musk has cast our rapid 
pursuit of developing AI technology as summoning the demon.1 Others on the other side 
of this debate think AI is going to open a new global chapter in which we try to understand 
ourselves better than the outside world.2 Which prophetic vision of AI is most accurate is 
unknown, but what is clear is that AI technology continues to progress. Recently, Google 
announced that its AI model has over one and a half trillion parameters, ousting the pre-
viously most advanced AI, which was Open AI’s 175 billion parameterized GPT-3 model.3  
The AI industry dazzles with its breakthroughs, which are being driven more and more by 
national governments and private companies due to AI’s potential for paradigm advances 
in national security and corporate efficacy.
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WHY THE UNITED STATES MUST WIN THE ARTIFICIAL INTELLIGENCE (AI) RACE

Russian President Vladimir Putin dramatically but correctly stated that whichever nation 
wins the AI race will rule the world. The stakes have never been higher. Imagine a world 
where China wins the AI Arms Race and US citizens become as marginalized as the Uighur 
Muslims now are, forcefully held in re-education camps under extreme AI digital surveil-
lance. Are we ready to have a “social credit” system4 instilled for the next generation of 
Americans, where they will have their digital data crumbs captured from birth and fed into 
a national AI engine to predict the probability of dissidence? To Elon Musk’s point of view 
of AI as a source of untold and unimaginable power for the countries that harness it, the US 
winning the AI race is inescapable.

As much of US AI competition resides in China and received their AI basic training in 
North America, we unwittingly have, in fact, armed our AI adversary. Even though the US 
may still hold the advantage as the launching pad for the next generation of AI scientist-sol-
diers, and we are able to stem the brain-drain, the question remains: is that alone enough 
for us to prevail? 

The National Security Commission on AI (NSCAI) lists steps5 the US should take to over-
come the challenge. It also observes that the AI revolution is not a strategic surprise and that 
time is running out. China has, for years, been investing heavily through Venture Capitalists, 
Angels, and Accelerators across Silicon Valley and the Bay area. In addition to poaching tal-
ent from America’s AI armories, we must work together with Venture Capitalists in China, 
like Kai-Fu Lee,6 a Taiwanese-born American computer scientist who obtained his Ph.D. from 
Carnegie Mellon and previously worked at Apple, Microsoft, and Google. Kai-Fu now runs 
Sinovation Ventures with over $2 billion in assets under management, investing aggressive-
ly in the China-based AI unicorn companies. China’s continued heavy investments in AI all 
aims to make China the world’s dominant AI player by 2030. This resolve is formally etched 
into the Chinese Communist Party’s (CCP’s) proposal—approved at the Fifth Plenum of the 
19th CCP Central Committee in late October 2020.7

And what is the US response to this marker? How can we effectively strengthen our trifec-
ta partnerships across domestic technology companies, academic institutions, and military 
agencies? Large federal agencies can help spur on a tremendous amount of economic activity, 
but we must coordinate ourselves properly. How do we enact AI-trifecta policies to unleash 
a flood of federal AI investments and thus catalyze economic development within the US? 
How do we convince professors to work much more collaboratively with leaders from both 
industry and defense agency leaders? How can we better weave AI postdoctoral researchers 
and Ph.D. students into the fabric of our entrepreneurial culture and reinvigorate the Amer-
ican dream? How do we balance AI academic freedom to publish and share breakthroughs 
without unduly compromising intellectual property?

Finally, how can we provide ramps for any American to embark on the AI knowledge jour-
ney? Some have proposed ways to make AI training widely accessible by all in the federal  
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government (see ACT-IAC’s AI Federal Workforce Certification).8 Finding, training, and keep-
ing the next generation of AI work- force talent within the US will help build our AI work-
force, thereby protecting our national AI competitive advantage. With this backdrop in mind, 
the solution to how the US can win the AI race becomes clearer. Allies are critical to winning 
the AI race. From a pure numbers game, which country can match China’s over one billion 
people and speak English? The answer is, not surprisingly, India. Additionally, imagine if 
the US included our European allies and Mexico? Strategic AI relationships built to have our 
partners overseas and nearshore will mark a significant step in augmenting the US in the 
AI Race.

The US should aggressively foster strategic AI relationships with its allies: India, Mexico, 
Canada, Ghana, and the Europe Union, to co-develop AI training, tools, and solutions, and to 
co-host AI summits. Needless to say, no one will call a timeout while the US figures out what 
it wants to do, least of all China, which enjoys the strength, talent, and aspiration to challenge 
US technological leadership, military establishments, and global position, as evidenced by 
China’s citizen surveillance and social credit scoring systems.9 Thus one key to victory in 
the AI race is recognizing the benefits of establishing and nurturing alliances among state 
actors, industry, academia, and free societies. The ingredients for success currently exist, 
but they remain in urgent need of being further strengthened and coordinated. The AI race 
will not be won unless the US acts swiftly to cultivate and resource these synergies. The time 
to strike first, strike hard, with no AI mercy, is now. To do that, we must first understand the 
spectrum of technologies and discipline that fall under the AI umbrella. 

AI Goal – Computers that Mimic Human Intelligence

The AI ecosystem of fields facilitates several tools, such as Generative Adversarial Networks. 
Some compare AI’s field with building artificial animals or persons, or at least something sim-
ilar.10 While there is some contention regarding where to draw the outer boundaries around AI 
is still debated, but most agree that the nucleus of AI is to cause computers to mimic human in-
telligence. AI researchers since the 1950’s have been using the principles that are now known 
as “Machine Learning” well before they were integrated into the AI ecosystem. After decades 
of remaining idle, the more recent and exponential growth in the development and use of AI 
technology today is due to three key factors: (1) cheap computational power (e.g., GPUs) to run 
Machine Learning, (2) Deep Learning algorithms, and (3) heaps of Big Data, a.k.a. the Data 
Deluge, to churn through the models for training and validation purposes.

The keys to winning the AI Arms Race will be a sound grasp of the current AI ecosystem 
and use of AI tools to promote education and address misconceptions. Educational efforts are 
especially critical to assemble diverse groups of thought and opinions and create a culture of 
inclusivity. Diversity is essential because, while AI algorithms are superb at finding patterns 
within high-dimensional vectors of data, and the map f(), AI cannot yet ascribe meaning to 
these maps. Academically trained humans are needed to be “in the loop” to create, monitor, and 
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be held responsible for clarifying the value and the importance of these AI tools. The following 
categories will help explain where AI  is in its Capability Maturity Model (CMM):

1.	Artificial Narrow Intelligence (ANI): Machines’ ability to accomplish specified tasks

2.	Artificial General Intelligence (AGI): Machines perform previously undefined  
	 general tasks

3.	Artificial Super Intelligence (ASI)/The Singularity: Machines have AGI capabilities 	
	 and have achieved self-awareness.

Another reason for the urgent calls to invest in AI education is that the AI Arms Race cannot 
be won solely by the nation with the most advanced AI technology. NSCAI’s publication Techni-
cal Talent in Government, reports that “the Department of Defense (DoD) and the Intelligence 
Community (I.C.) both face an alarming talent deficit.11 This problem is the greatest impediment 
to the U.S. being AI- ready by 2025.” This AI talent deficit can only be addressed by aggressively 
recruiting, training, employing, and retaining the most technically savvy and diverse talent. 
Thus, our competitive advantage largely will be driven by our ability to identify, nurture, train, 
integrate, collaborate with, cultivate, and sustain the next generation of human capital techni-
cal talent. Since we already see AI innovations across all industries, such as healthcare, educa-
tion, finance, science, smart cities, and space, building an educated populace around this tech-
nology will enable us to move effectively to and govern AGI while vigilantly preventing ASI. An 
ASI reality is the point at which the US could lose control of AI from technology outpacing and 
outgrowing what benefits humans. Better understanding AI-related disciplines and research 
obviously includes a rudimentary understanding of the inherent dangers in poorly executed 
AI. Few other technologies for good can affects more catastrophic than poorly implemented AI.

Misguided View That AI Will Explicitly Marginalize People

To better understand AI requires us to examine how it shapes society through the lens of the 
Internet of Things (IoT). Items like wearable computers, smart refrigerators, digital helpers, 
and myriad other sensors integrate our personal data into the Internet. Our data is continuous-
ly being captured, monitored, and analyzed, and thereby perpetually fuels the next generations 
of AI and algorithms. This in turn is accelerating the pace of the AI Arms Race, often with little 
regards for how this process is being adequately vetted to prevent bias and other inaccuracies.

Society’s embrace of AI is no surprise, as researchers worked for the last sixty years, driven 
by the vision of more efficient decision-making machines. With the increase of computational 
power, the utility, sophistication, and prevalence of AI tools have increased exponentially, but 
this progress also has a dark side. In 2009, the Nikon Corporation grappled with this issue 
when its AI-powered digital camera took a picture of an Asian person’s face and asked the pho-
tographer if the subject had blinked. In 2015, Google suffered a very public outcry when it dis-
covered that its facial recognition AI tool had mislabeled a black person as a gorilla.12 Although 
these respective companies have made efforts to address these biases in their AI technology, 
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and other companies have taken these incidents to heart, many problems still exist, especially 
concerning the data used in AI training.

In 2014, Amazon developed an AI tool to automate the evaluation of job applications and 
identify optimal candidates. After a year of using this tool, Amazon realized that women were 
being excluded from hiring results due to the training data. The training data used included 
technology job applications over the past 10 years, most of which were by men, leading the AI 
tool to exclude resumes including the word “women.” Amazon subsequently abandoned this 
AI-based application process in 2017.13 MIT researcher and founder of the Algorithmic Justice 
League Dr. J. Buolamwini highlighted the dangers of facial recognition AI bias.14 

Considering the examples provided by Dr. J. Buolamwini of AI’s shortcomings in producing 
accurate or equitable results, we approach law enforcement applications of AI with wariness. 
Presently, within law enforcement, AI is most used for predictive policing and identification 
of demographics of likely offenders.15 The Bureau of Justice compiled incarceration rates by 
demographic in October 2020; the results were stark, with White incarceration rates shown to 
be one-third of Hispanics and one-fifth of Blacks.

Figure. Sentenced prisoners under the jurisdiction of state or federal correctional authorities,  
by jurisdiction, sex, and race or ethnicity 2009-201915  

Suppose these results are used as training data for predictive policing, without context 
or accounting for variables of extraneous circumstances. In that case, law enforcement will 
inevitably target minority males, which is, inarguably, unjust. What further diminishes the 
efficacy of crime prediction models is the law enforcement community’s lack of education in 
understanding its models.16 

US educational systems must incorporate AI and critical thinking into its curricula, just 
as cybersecurity has been a recent addition. As an example, in May 2017, the Trump admin-
istration, through the Executive Order on Strengthening the Cybersecurity of Federal Net-
works and Critical Infrastructure, tasked the Departments of Commerce and Homeland Secu-
rity to submit a report on findings and recommendations to educate and train the American 
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cybersecurity  workforce, including cybersecurity-related education curricula, training, 
and apprenticeship programs, from primary through higher education.17 The Departments’ 
joint response outlined several recommendations for reskilling the existing workforce and 
aligning education and training to employers’ requirements. However, the Departments’ ed-
ucational proposals focused on collegiate level education instead of elementary education. 
Similar challenges exist for the AI talent pool; more foundational education, ideally in ele-
mentary school, must occur to win the upcoming Arms Race in AI development and applica-
tion. Gamification of critical thinking skills and logic construction facilitate early childhood 
learning which, in turn, should continue through secondary education. This also will opti-
mize opportunities to cultivate interest in the STEM fields, with reduced anxiety that often 
accompanies these studies.

Furthermore, leveraging, expanding, and promoting existing programs, such as Scholar-
ship for Service (SFS), will further incentivize pursuit of AI as a career choice.18 Another 
cybersecurity lesson learned is the need to retrain the current workforce. The earlier-refer-
enced executive order incentivized existing government employee volunteers to develop new 
skills by guaranteeing job placement in the cyber workforce, which should grow a strong AI 
workforce more quickly. With proper implementation and training, AI can and should help 
reliably execute decisions within design parameters. 

However, concern still exists. Presently, the bias of the algorithm creator or environment 
ultimately encroaches into the AI, knowingly or unknowingly. “Real world” applications of 
AI involve some people or groups winning while others lose, as happens now with a person 
making decisions. We see this in the judicial system, workplace adjudication of conflict, and 
in other locations. However, some tasks should never be assigned to AI, and many believe 
that researchers should not only ask, “can we?” but also, “should we?” Ethics are a very per-
sonal set of beliefs, honed by the individual’s education and experience, and other factors 
such as religious faith, social community, and focus on assigned goals. Leaving ethical deci-
sions to AI will always include a bias and will always result in someone losing.

If this paradigm remains unchecked, then an uneducated, misguided, and ham-fisted appli-
cation of AI in the US will, at best, result in the unequal distribution of AI’s benefits among 
the populace and, at worst, explicitly marginalize groups of people. Our adversaries welcome 
the opportunity to capitalize on our society’s resultant divisions and sow further division for 
political purposes. As seen in the 2016 US Presidential election, the selective presentation of 
information as “facts” distorted views of reality and quickly reinforced individuals’ confirma-
tion bias. This example portends future problems if AI remains unharnessed and considered 
a panacea for problems. However, AI, with its promise comes with threats and problems dif-
ficult to predict, exasperated by invalid or incomplete data or inappropriate questions asked 
of the data.
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AI Researchers Must Consider the Ethical Implications of Their Products

According to Merriam-Webster, ethics is “the discipline dealing with what is good and bad and 
with moral duty and obligation.”19 The myriad tools of the AI ecosystem present a vast array 
of ethics issues, including everything from bias and fairness to safety and job losses, and civil 
rights abuses. Resolving to comprehensively win the AI race will also require careful consid-
eration of the ethical implications relating to AI technology before, not after implementation. 
Failure to do that means China very likely will fill the ethical vacuum with its own AI standards 
and ethical frameworks. Among the questions AI policymakers should ask is how AI imple-
menters can ensure accuracy of its the training data? How does the AI technology account for 
missing data? What assumptions are baked into the AI model? In other words, how does the 
creator’s own ethical framework influences these assumptions? Taking all of these together, 
hat is the AI prediction quality?

Autocratic governments are less answerable to these questions than pluralistic, democratic 
societies must be, and care less about unfavorable outcomes for their people derived from AI 
solutions. Their priority is societal order, which they attain by suppressing free speech and 
open discourse. Such nations will not hesitate to use AI data to acculturate their population ef-
fectively, even if     such data is inaccurate. Both politically and technologically, their aim is not 
to be broadly representative of the people they govern; it is to homogenize. Thus, technology 
will be used to enable such political-cultural homogenization.

All societies, which aim to be free and open while striving to provide equal access for all, can 
potentially benefit from optimally deployed AI. It also is incumbent on democratic societies to 
heed lessons learned from instances of misapplied AI to avoid disastrous results.  One example 
was a report of police deploying a pre-cog-like AI causing sheriffs to arrive at homes before a 
predicted crime would occur.20 Another example entailed AI researchers developing RealTalk, 
using deep fake technology to replicate a person’s voice convincingly. This AI technology will 
undoubtedly have nefarious applications in the information sphere. The anecdote demonstrates 
how the private sector excels in answering “Can we?” without first asking “Should we?” As a 
threshold matter, advancing AI technology should always include a threshold consideration as 
to (a) how the new technology could be misused, and (b) what, if any, rudimentary guardrails 
are needed to minimize such misuse.

Put another way, AI innovators must consider the ethical implications of their products. If 
their product can be used in a harmful manner, should it proceed to market? Users must ask, 
what type of bias, and historical, measurement does this AI tech rely upon, and are we repli-
cating bias society-wide by using it? As AI technology continues to permeate daily life, under-
standing how AI technology decisions are made is important. Simply because AI technology 
recommends a particular action, how can the user guarantee that the AI incorporated guid-
ing principles such as proportionality and does no harm to safety and security?21 No matter 
how sophisticated AI technology becomes in regards to statistical (or any other parameter of)  
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accuracy, it can never substitute a user’s ethics. This, and trusting technology efficacy, raise 
questions for leaders in open societies to answer and be held accountable. Wholly apart from 
the technical experts and duly elected leaders, every American eligible to vote plays a role in 
responsibly bringing AI to market, implementing safe AI solutions, and understanding how 
the AI tools we use enhance or detract from the just and equitable type of society we hold 
sacred.

Elements of DoD are already thinking about these questions and discussing the importance 
of creating AI tools with ethical considerations addressed on the front end.22 This may require 
creators to first consider potential harm, precedent, setting into motion nefarious adversary 
responses, etc., and setting parameters contemplating when an AI solution may violate specific 
ethical parameters. The Defense Innovation Board studied and released ethical considerations 
for DoD AI adoption, including the AI must be responsible, equitable, traceable, reliable, and 
governable. Given DoD’s immense buying power, each of these ethical principles will impact 
how AI creators build and market their products and how users interact with those products.

Lastly, the US has a unique strength compared to its competitors: we are diverse, respect 
the enforcement of the rule of law, and value our open, flexible society. An open, transparent 
society can evaluate evidence, absorb feedback, and make changes critically. It is an open 
system where information—including ethical judgments—is not closed off. That is not to say 
that our competitors have no ethical guidelines. In a closed society, the regime does not re-
ceive critical feedback and insularly defines its own ethics and accountability. This arrange-
ment for closed regimes works until it cannot absorb any more shocks, eventually collapsing. 
Incorporating unethical AI into their systems will hasten the fall of these closed regimes. If 
adequately implemented with ethical considerations for the US open system, it may lead to 
unforeseen prosperity vis-a-vis our competitors and a healthier political system.

AI’s Dual-Use Capabilities Provide Both Positive and Negative Potentials

“If soldiers are not to cross international boundaries, goods must do so. Unless the 
shackles can be dropped from trade, bombs will be dropped from the sky.”23 

The AI race is a product of a broader science and technology (S&T) rivalry between the US 
and China that is quickly developing into a technology war.24 China’s ascendency in global 
economic power,  its rapid technological growth, and the CCP Vision of Victory seeks to 
position China as the world innovation leader and dominant force in emerging key technolo-
gies all combine to threaten US technological superiority.25 The CCP’s restricted, centralized 
approach gives China an unprecedented advantage to expedite S&T policy creation, allowing 
state-owned enterprises (SOEs) and commercial sector businesses the unfair advantage of 
easy access to incentives and funding in opposition to the national security and foreign 
policy interests of the US. In response to business initiatives taken by China, the US has im-
plemented counterbalancing measures through use of the Department of Commerce’s Entity 
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Lists which targets Chinese digital technology companies.26 This was done under the aus-
pices of protecting US commercial interests, slowing the pace of China’s digital technologies 
development, and providing the US time to better develop its own S&T initiatives and AI 
strategies.

According to the US founding principles heavily influenced by the philosophers Sidney27 
and Locke,28 the US regards the development of AI in accordance with democratic principles: 
limited representative government, individual freedoms, private property, and authority de-
rived from the electorate. Internationally, the US uses its economic and technological dom-
inance to promote democracy, free markets, and the current international order.29 China’s 
objectives, in contrast, are primarily to ensure the CCP’s regime survival. For the CCP, tech-
nological sovereignty is needed to grow a high-tech economy, modernize the PLA, and spread 
its commercial and geopolitical influence throughout the world. China aims to use AI to sup-
press individual liberties using surveillance, repressive controls, and predictive analytics. 
These are not conditions most Western democracies prefer to be subject to or live under.30

AI’s dual-use capabilities provide both far-reaching positives and negatives. AI’s commer-
cial integrative capacity is expected to be an economic boom and the primary catalyst for the 
upcoming fourth industrial revolution with an additional global economic value more than 
$13 trillion by 2030.31 International cooperation in an open-source environment can use AI 
to solve real-world problems such as food security, clean water, reliable and sustainable ener-
gy, affordable health care, and pollution mitigation. Therefore, competition between autocrat-
ic and democratic governments and their world views need not result in a zero-sum game.

States invariably take self-serving actions when they believe their survival is at stake, so 
AI will be integrated almost certainly into military weapons systems, intelligence collection, 
and other uses deemed essential. The US and partner nations must account for AI’s dual-use 
capabilities representing threats to economic and national security interests. Measures need 
to be taken following the NSTC AI R&D Strategic Plan and the NSCAI Final Report.32, 33    

The US can win the AI race. Primary recommendations include dedicating funding for 
long-term AI investment, developing safe and dependable AI systems, strengthening mili-
tary-academia-industrial complex collaborations, hardening US cybersecurity, and govern-
ing the integration of AI into national security interests. These strategies and recommenda-
tions should be the foundation that ensures the US will remain the AI technology leader. We 
win by taking bold, transparent actions for the collective good, to lift the human condition by 
providing “responsible, equitable, traceable, reliable, and governable” AI.34 At the same time 
we must protect US technological supremacy, intellectual property, technology transfers, 
and national security.35 To remain a shining beacon of ethics and humanity, the US must 
continue to champion humans-in-the-loop and systems free of ignorance and bigotry while 
preserving and embodying  the liberties and values of a free society.
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CONCLUSION
If having read this article, you find yourself more curious about and invested in the US win-

ning the AI Arms Race, then there is legitimate hope that this race can be won with our demo-
cratic principles intact. The odds of the US establishing itself not only as the leader of the free 
world, but also as leader of the development and use of AI in pushing human progress forward 
for citizens the world over, grow as more Americans recognize this to be an all-hands-on-deck 
situation. To prevail over the competition will require national resolve and all of us going all-
in to win this AI race. Doing this will undoubtedly build the necessary momentum to get the 
US to the next stage of ramping up a national AI strategy, including immediate and significant 
government investments with more robust partnerships across the spectrum, particularly with 
academia, private industry, and our allies.

Equally important, our national AI strategy must be girded on the foundation of education 
and training, which will require dramatic realignment of education to our technology goals, 
perhaps even using AI learning tools themselves, to include customized instruction for each 
learner. Moreover, the access to AI education and training must be equitable for everyone to 
ensure that AI tools going forward minimize biases.

As the US stands at this critical juncture, let it make the bold choices that will allow the na-
tion, decades from now, to look lback proudly. As with all the challenges that the US has faced 
before and will face in the future, it wins this AI Arms Race by applying America’s unique 
combination of ambition, talent, rigor, diversity, the highest level of ethical standards, trans-
parency, and ingenuity. And when the world notes that the US won this difficult AI race, it also 
will note that it is the US that continues to protect the inalienable rights of life, liberty, and the 
pursuit of happiness for all.
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INTRODUCTION

Until 2020, biological warfare seemed like a remote threat to military opera-
tions and national security. Then, in March 2020, the novel SARS-associated 
coronavirus (SARS-CoV2) emerged and forced the world, including the De-
partment of Defense (DoD), to acknowledge the calamitous potential of deadly 

virus pandemics.

The United States 2018 National Biodefense Strategy (NBS) warns of the need to enhance 
biological threat responses to prevent such detrimental effects.1 It highlights the natural, 
isolated outbreaks of Systemic Acute Respiratory Syndrome (SARS), Ebola, and Zika vi-
ruses as potential agents on which clandestine bioweapon programs or terrorist groups 
seeking such programs could capitalize.2 The NBS outlines a plan to prevent, detect, and re-
spond to biological threats, providing defense and deterrence strategies to avert bioweapon 
use on American civilians or military personnel.3 A nation with a strong biological defense 
decreases its population’s vulnerability to pathogens with aggressive exposure mitigation 
and effective treatment measures, which thereby increase the nation’s resiliency to public 
health crises. Such defense capabilities change an adversary’s cost-benefit balance so that 
it avoids initiating a biological attack, providing deterrence from future threats. The suc-
cess of these response strategies requires cooperation among government, medical, public 
health personnel, and the general population.  
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SARS-CoV2’s high transmission rate, long incuba-
tion period, airborne transmission, and significant 
morbidity/mortality are the ideal qualities for biolog-
ical weapons.4 Just two years after the NBS’s publica-
tion, the COVID-19 pandemic put it to the test, thus 
providing an excellent opportunity to evaluate US bio-
terrorism defense and deterrence strategies.  

Cyber-enabled information operations, conducted 
largely through social media, created confusion, skep-
ticism, resistance, and division within the US popula-
tion, and thus negatively impacted the US response to 
the COVID-19 pandemic.5 A poor pandemic response 
from the US created an opportunity for China to im-
prove its international reputation and power, consis-
tent with its proclaimed national strategy.6 This article 
describes how Chinese cyber-enabled information op-
erations during the pandemic threatened our national 
security by increasing China’s perceived power and 
undermining democracy.7 It will also examine the ef-
fects of these operations on US’ NBS and our increased 
vulnerability to future biological attacks.

BIOWARFARE AND ITS DEFENSE AND  
DETERRENCE

The psychological and physical impacts of biologi-
cal weapons on civilians and military units have been 
exploited by adversaries throughout history. One of 
the first recounted biological warfare attacks was the 
siege of Caffa in 1346.8 During this conflict, the in-
vading Tartar army fell victim to the plague and sus-
tained numerous casualties as a result. Recognizing 
the infectious nature of the disease, the Tartars tossed 
the infected cadavers over the city wall, initiating an 
outbreak, causing panic in the city, and forcing the op-
posing force to flee. More recently, the US saw the use 
of bioweapons in the wake of the September 11, 2001, 
terrorist attacks on the World Trade Center. The fol-
lowing week, several media outlets and Congressional 
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offices received anthrax spores through the mail in an attempt to capitalize on and further 
increase the heightened stress within the US. The overwhelming fear and psychological im-
pact on the US populace underscore bioterrorism’s potential for severe disruption even when 
casualties are limited.9  

Biological weapons are considered weapons of mass destruction and are prohibited by the 
1972 UN Biological Weapons Convention (BWC).10 Unfortunately, not all potential adversar-
ies adhere to these standards. Terrorists and other non-state actors are also not part of such 
agreements, and nation states that did ratify the treaty could potentially enlist covert oper-
ations or non-state proxies to use bioweapons. While there have been no intentional large-
scale attacks by adversarial nation states to date, terrorist groups and covert operations have 
utilized biological weapons for small operations.11 To prevent the use of biological weapons 
and limit their effectiveness when used, the biological defense and deterrence measures 
outlined in the NBS must be credible and effective. 

More commonly used in nuclear warfare strategy, the concepts of defense and deterrence 
involve protection and security from offensive operations, including biological weapons, by 
an adversary.12 Defense refers to the ability of a target to prevent or minimize damage sus-
tained from an adversary action, decreasing the effectiveness of the attack and imposing a 
high cost-to-benefit burden on the adversary.13 In the case of bioterrorism, adequate medical 
responses decreasing the transmissibility, disease severity, and mortality negate the over-
all weapon effectiveness. Deterrence attempts to prevent an adversary from taking harmful 
actions. One of the methods to achieve deterrence is deterrence by denial in which mech-
anisms are already in place that would mitigate an action taken by an adversary.14 In the 
case of biological warfare, vaccines prevent susceptibility to a microbe, making the weapon 
useless against those vaccinated. The challenge with deterrence through vaccination is that 
a biological agent must be identified and determined to be a threat prior to developing a vac-
cine against it. An efficient defense response can also provide deterrence of future attacks 
because the effectiveness of previous attacks was low.

The linchpin for the NBS to be successfully employed is that the public receive reliable and 
objective communication.15 Public distrust in the government causes multiple breakdowns 
in the NBS as it hinders communication to the public, inter-agency cooperation, and compli-
ance with public health measures. Disseminating information regarding an outbreak, infec-
tion characteristics, response protocols, and public health measures relies on effective com-
munication between the government and citizens. A lack of trust in the government breeds 
suspicion of the validity of information and fosters non-compliance, or even resistance, to 
protective measures. Furthermore, medical professionals skeptical of the government’s ac-
tions or motivations during an outbreak will not likely reinforce and support the public ser-
vice announcements. This lack of reinforcement from subject matter experts worsens public 
skepticism and non-compliance.
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The misinformation campaigns that emerged during the COVID pandemic impaired the US’ 
response to the public health crisis, thereby worsening the nation’s bioterrorism deterrence 
and defense strategies. Adversaries, including China, have employed cyber operations against 
the US during the pandemic to cause chaos and confusion and used these operations to in-
crease distrust in the U.S. Government (USG).16 As the fruits of their labor have played out, 
however, third- and fourth-order effects of these misinformation campaigns are shaping a nar-
rative to the world regarding US bioterrorism vulnerability.  

CHINA’S CYBER OPERATIONS COVID-19 CASE STUDY
While likely not an original goal of China’s cyber operations, the public health crisis and 

pandemonium that followed the SARS-CoV2 outbreak have highlighted our nation’s bioweapon 
vulnerabilities to the world and may have caused unintended serious national security con-
sequences. Any uncertainty adversaries may have had regarding our biodefense capabilities 
and weaknesses, which deterred employment of biological weapons prior to the pandemic, no 
longer exists. This section utilizes the COVID-19 pandemic as a case study to provide examples 
of China’s cyber operations’ effects on our bioterror defense and deterrence.

China’s status as a reliable global power was called into question because of its initial cov-
er-up of the outbreak in December 2019 and erroneous accusations of accidental release from 
research laboratories. Chinese misinformation and propaganda campaigns began in February 
2020 with two primary objectives: shift blame for the pandemic from China and create dis-
sonance within the finger-pointing democracies to worsen their pandemic management and 
control.17  

Official statements, news reports, and social media campaigns attempted to turn specula-
tions of COVID-19’s origin outside Chinese borders.18 Over a year later, China has continued 
to change the origin narrative through Facebook posts and peer-reviewed medical journals, 
despite substantiating evidence, to off-load the blame for the catastrophic infection numbers.19 
Through tools such as the Great Cannon, Chinese media highlighted their international hu-
manitarian aid to nations experiencing medical supply shortages, underscoring their superior 
crisis response capability.20  

Sowing Distrust

To destabilize democracies, specifically the US, cyber misinformation operations were em-
ployed to create domestic division, sow distrust and panic, and further deteriorate outbreak 
control.21 Since the first case of COVID-19 was reported in the US on January 19, 2020,22 Amer-
icans have anxiously watched if the government’s response would prevent a nation-wide crisis.  
Case numbers grew over the next few weeks, and with stories of lockdowns across the world 
filling newsfeeds, concern grew as to how severely the US would restrict its citizens to control 
virus transmission. Internationally, nations began casting blame on China for downplaying 
the outbreak, which began the largest global health and economic crisis in recent history. 
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The reputational damage triggered China’s plummet from its recent rise in power, leading Bei-
jing to shift blame and portray its strong, heroic role relative to floundering democratic states.  

One of China’s cyber operations aimed at discrediting the USG’s COVID response occurred 
almost simultaneously with the “viral origin” propaganda early in the pandemic. Chinese cy-
ber forces amplified a fake news rumor of the White House implementing the Stafford Act and 
ordering a nation-wide shutdown.23 In a national crisis, the Robert T. Stafford Disaster Relief 
and Emergency Assistance Act authorizes the President to mobilize an emergency federal gov-
ernment response, institute rules and regulations, and to utilize Department of Defense assets 
to assist state and local governments.24 Martial Law, which is separate from the Stafford Act, 
refers to military control over domestic populations during wartime or natural disaster. Con-
spiracists conflated the two terms and speculated President Trump would invoke the Stafford 
Act for a national lockdown and utilize military force to ensure compliance. While officials do 
not believe Chinese cyber personnel started these theories, evidence points to China utilizing 
social media bots to proliferate and highlight them on media platforms to create division and 
distrust among the US population.25  

US citizens were significantly confused, discouraged, and fearful when China executed a 
cyber-enabled information operation to capitalize on the instability. On March 13, 2020, so-
cial media posts began circulating that warned of a National Guard deployment to enforce an 
impending Stafford Act implementation by the White House.26 No clear evidence suggests the 
original posts were the result of a cyber-enabled information operation. However, Chinese so-
cial media bots spreading these messages attributed the information to close contacts within 
reputable organizations like the National Guard, Department of Homeland Security, the State 
Department, FBI, etc., and encouraged wider sharing of the messages.27 The results reinforced 
fears of the pandemic’s severity and beliefs that the administration was about to exceed its 
authority. Warnings of a nationwide shutdown supported concerned citizens’ speculation of 
officials minimizing the virus’s severity. For citizens already dissatisfied with the current ad-
ministration, rumors of enacting the Stafford Act deepened their distrust in the government. 
These two extreme divergent reactions began a chain reaction which demonstrated how Chi-
na’s cyber operations undermined democratic power and increased our bioterror vulnerability.

Most analysts believe that China’s primary objective in this campaign was to increase 
Americans’ anti-government sentiments, worsening stability.28 The threat of invoking a na-
tionwide lockdown with deployed National Guard personnel for enforcement sparked public 
concern of an abuse of power by the Trump administration and violation of citizens’ rights. 
The social media posts and text messages referencing sources linked to reputable govern-
ment agencies exploited people’s trust in their network and strengthened these allegations. 
Such civil unrest begins to undermine democratic institutions, worsens other nations’ per-
ceptions of our stability, threatens national security, and advances the communist govern-
ment’s argument of superiority.
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Defense Breakdown

When the Stafford Act social media posts began to circulate, serious concerns spread that 
the virus was more dangerous than originally reported. The US public flooded stores to stock 
up on “essential items” in preparation for a lockdown. In addition to the infamous toilet paper 
shortage, shelves and online outlets were soon devoid of masks, gloves, and sanitizers, includ-
ing within healthcare supply chains. Once it was discovered that N95 masks, used to prevent 
medical personnel from contracting airborne pathogens, were effective against SARS-CoV2, 
the situation worsened.29 Demand quickly exceeded supply, leaving frontline medical person-
nel without the appropriate personal protective equipment (PPE) required to care for infected 
patients.30 Healthcare workers began openly complaining of the nation-wide PPE shortage and 
the risk it brought to their lives.

The strained PPE supply chain exacerbated by the public hoarding caused a ripple effect 
within the healthcare system. Hospitals began instituting resource conservation policies to 
extend the life of supplies intended for one-time use since these items were on indefinite back-
order.  Concurrently, these measures also helped to alleviate costs since hospitals were gen-
erating less revenue from the Stay-at-Home campaign. Healthcare workers interpreted these 
PPE conservation measures as the hospitals jeopardizing their safety and initiated lobbying for 
government involvement.  

The saturation of stories showing pandemic mismanagement by democratic nations and ex-
aggerated success stories of containment at home boosted China’s legitimacy on the global 
stage. US media was swarmed with accounts of disgruntled healthcare workers risking their 
lives daily due to a lack of PPE. Beijing capitalized on these news reports and recirculated them 
through the Great Cannon as propaganda illustrating how China was gaining control of viral 
spread and protecting their healthcare workers better than the western democracies.31 Chinese 
cyber accounts and media sources discovered and broadcasted pictures of healthcare workers 
using garbage bags as PPE.32 Such stories accused the ill-prepared countries of ignoring the 
needs of their medical personnel and putting additional lives at risk. Although these claims 
were mere speculation at the time, prospective studies have since reported healthcare workers 
with inadequate PPE had a statistically significant increase of COVID-19 infection compared to 
those with adequate PPE.33 This Chinese cyber strategy was employed domestically to reinforce 
the long-time message to citizens that “socialism is good, democracy is bad.”  

The 2018 NBS mandates robustly mobilizing PPE for frontline healthcare workers and estab-
lishing a communication plan on preventive health measures for the public in the event of an 
attack.34 The ability to provide adequate PPE for medical personnel is a vital defense tactic, as 
it increases the efficiency of the healthcare system to treat casualties in response to a biological 
outbreak. Having the ability to mobilize these resources to hospitals strengthens bioterror de-
terrence by demonstrating to a potential adversary that a bioterror attack would have a limited 
effect on a population.
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The initial US defense measures against SARS-CoV2 were painted as ineffective through 
reports of public hoarding, inadequate PPE supply chains, and inappropriate PPE conservation 
measures by hospitals. While Beijing’s primary objective was to increase China’s international 
reputation, its cyber operations highlighting the inadequate public health response worsened 
US national security by undermining our biodefense strategy.

Deterrence Breakdown

Classic nuclear weapon deterrence focuses on retaliation and what has been called mutually 
assured destruction, but future bioweapon deterrence relies more on past defensive responses 
to previous biological outbreaks. Increasing the effectiveness of public health and protective 
measures in decreasing impacts of a biological attack reduces the incentive for adversary use 
of biological weapons. Non-compliance with these measures reduces their deterrent value.

America’s individualistic nature, amplified by the cyber-induced government distrust, led to 
significant non-compliance with government-implemented public health policies. One survey 
indicated that 58% of Americans preferred “freedom…without interference from the state,” 
compared to 30-38% of Europeans.35 This hindered our ability to “flatten the curve” compared 
to other countries.36 The US’ inadequate public health measures followed by the rapid spread of 
COVID-19—especially compared to China—signals to adversaries our vulnerability to biological 
attacks.

Another bioweapon deterrence strategy is vaccination against the biological agent. Because 
vaccines cannot be developed until after a threat is identified, vaccines deter the use of a spe-
cific agent for future attacks. This strategy only works for a nation with access to vaccines and 
a population willing to be inoculated. 

China’s attack on Western-developed vaccines started with cyber operations intended to steal 
SARS-CoV2 vaccine development information. The US identified both Chinese and Russian 
cyber espionage attacks against vaccine developers, another indication of China borrowing 
Russia’s playbook.37 This may have strictly been another example of Chinese intellectual prop-
erty theft, but US officials raised concerns that these cyber actions could sabotage the target’s 
operations to create defects in the product and dissemination delays.38 Broken promises of vac-
cination timelines and effectiveness expanded suspicion towards the government, escalated 
the anti-vax claims, and exacerbated public division. Operation Warp Speed, however, main-
tained a reasonable timeline, and China turned to other tactics to reinforce their legitimacy, to 
undermine democracy, and to weaken our national security and biodefense measures.39  

Past vaccination resistance, such as during the 19th-century UK smallpox epidemic and the 
2019 US measles outbreak, highlights a population’s vulnerability to anti-vaxxer campaigns.  
This is even more of a problem when cyber disinformation reinforces doubts.40 For example, 
early in the pandemic, COVID-19 anti-vaccine social media posts warned that future coronavi-
rus vaccines could contain toxic chemicals or tracking devices used by the USG.41 
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China fueled the anti-vax movement by discrediting US vaccines through disinformation 
campaigns.42 The Wolf Warriors began spreading conspiracy theories regarding the Pfizer and 
Moderna vaccines even before they were released to the public.43 These trolling attacks focused 
on the vaccines’ safety and were echoed by Chinese nationalist media and Chinese officials.44 
Other Chinese blogs claimed the efficacy of the mRNA vaccines was only 29%, significantly 
lower than what the US claimed and what turned out to be true. Simultaneously, cyber cam-
paigns boasted of China-developed vaccines in attempts to increase international demand and 
bolster their pandemic reputation.45 

COVID vaccine speculation and conspiracy theories, exacerbated by cyber disinformation 
campaigns, created significant resistance to receiving a vaccine. Surveys conducted prior to 
vaccine release estimated one third of Americans, compared to 14% of UK citizens, would 
refuse vaccination.46 By summer of 2021, a few months after a vaccine was available to all 
citizens 12 years of age or older, only 48.5% of the population was fully vaccinated.47 The un-
vaccinated population enabled the Delta variant to become the dominating SARS-CoV-2 strain 
in August 2021, and hospital systems in less-widely vaccinated populations were once again 
strained.48 The unvaccinated then facilitated further mutations that led to the highly-transmis-
sible Omicron variant, which emerged in the US in early December 2021.49 A population that 
is not vaccinated increases susceptibility to a biological agent and facilitates its propagation, 
transmission, and mutations, ultimately decreasing deterrence by denial.

CONCLUSION
The SARS-CoV-2 pandemic panic in 2020, exacerbated by China’s misinformation cyber 

campaign, highlighted a critical vulnerability in the most important US defense strategies 
against bioterrorism: prevention and resilience. The simultaneous reports of inadequate PPE 
for healthcare workers reduced faith in the government by affected healthcare workers and 
concerned citizens alike. The collective effort of the US population began to split just when 
cohesiveness was most needed to flatten the curve of COVID-19 infections, gain control of 
the pandemic and economic crises, implore Americans to protect themselves with vaccines, 
and salvage our international political and biodefense image. The growing impact of mis- and 
disinformation in the twenty-first century not only made the US a target for exploitation but 
showcased our inadequate pandemic response measures. Ignoring the role of cyber operations 
in amplifying the effects of bioterrorism compounds our vulnerability to such attacks.

Any signals that biological deterrence or defense mechanisms were weakened because of 
China’s cyber-enabled information operations will play into the adversary cost-to-benefit con-
siderations of bioweapon employment. This confluence of cyber operations, medicine and pub-
lic health, and national security is unique, unprecedented, and requires a multi-dimensional 
counter strategy. The medical community must work with the government to evaluate the 
pandemic response in relation to the NBS, identify NBS weaknesses and systemic failures, and 
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strategically signal the rectification of identified vulnerabilities. Concurrently, this pandemic 
has highlighted evolving Chinese cyber strategies for the cyber and intelligence communities. 
It has also taught medical professionals to consider cyber threats beyond personal health infor-
mation hacking efforts. Recognition of China’s brazen tactics will assist the US in developing 
countermeasures for future cyber information operations and in arming US citizens with the 
tools to identify and discredit such propaganda. Understanding the role of cyber-enabled infor-
mation operations on our biodefense strategies will enable further research on countering our 
weaknesses and protecting our national security.  

DISCLAIMER 
The views expressed herein are those of the author and do not reflect the official policy or 
opinion of the Naval Postgraduate School, Department of the Air Force, Special Operations 
Command, Department of Defense, or the U.S. Government.
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ABSTRACT 

To fight and win in cyberspace, the United States needs a Cyber Force. During World 
War II, air power tipped the scale of victory in favor of the allies, as aviation proved 
to be an indispensable warfighting capability. The creation of the Air Force was 
predicated on the notion that the effective employment air power is not a matter of 
choice, but the very condition on which national survival rested. Today, cyber superi-
ority has wider implications for US national security than air superiority had at the 
close of World War II; however, the federal government is not structured to effectively 
defend the US national interests. The current division of cyber authorities precludes 
comprehensive mitigation of cyber-enabled malicious activities. To effectively combat 
nation-state and non-state actors targeting US and allied interests in cyberspace, the 
US should establish a Cyber Force modeled on the U.S. Coast Guard with a reserve 
component modeled on the National Guard. Combining these models would allow 
for a single force capable of executing military operations, law enforcement activi-
ties, and intelligence collection at the direction of the Departments of Defense and 
Homeland Security, complemented by an expansive reserve component available to 
both state governors and the federal government.

  INTRODUCTION

During World War II, air power tipped the scale of victory in favor of the allies, as 
aviation proved to be an indispensable warfighting capability.1 From air-to-air 
engagements and tactical bombing campaigns to aircraft carrier-centered na-
val combat and the delivery of nuclear munitions—for the first time in history, 
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the air became a significant warfighting domain.2 

Throughout the war, aviation components of the Army 
and Navy proved the value of complementing land and 
sea power with air power in every theater of combat.3  
After the war, America’s military and political leaders 
recognized the inefficacy of having all the nation’s air 
power subordinated as components of the Army and 
Navy.4 Nearly two years after the end of hostilities, the 
National Security Act of 1947 officially established the 
United States Air Force as its own military service with-
in the Department of Defense (DoD).5   

The creation of the U.S. Air Force was predicated 
on the notion that a “realistic understanding of the 
new weapon, of its implications in terms of national 
security, of its challenge to America, is not a matter 
of choice,” but one of the conditions on which nation-
al survival rested.6 Today, cyber superiority has wider 
implications for US national security than air superi-
ority had at the close of World War II, as every facet 
of life in America has become reliant on cyberspace.7 
However, unlike how DoD evolved its structure to meet 
the new challenges and opportunities of air warfare, 
no such significant structural change has materialized 
in the way in which the military resources, trains, and 
controls its forces for combating threats in the cyber 
domain. Despite DoD’s recognition of cyberspace as 
a critical warfighting domain, there exists no stand-
alone Cyber Force.8 This shortcoming places the US at 
a disadvantage as digital warfare and threats continue 
to evolve. The US needs a Cyber Force with military, in-
telligence, and law enforcement authorities sufficient 
to effectively combat the malicious use of cyberspace.

There exist legal, organizational, and practical im-
pediments to establishing an element with such 
broad powers. To prevent abuse of government pow-
er, the US has developed a system specifically de-
signed to prevent the consolidation of domestic law 
enforcement, intelligence, and military capabilities. 
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This is an important division; however, it can also lead to dysfunction. Threats in  
cyberspace are inherently different from traditional national security threats. Malicious 
cyber actors recognize neither physical borders nor the distinction between military and 
non-military targets.9 Nation-states frequently blend criminal activities, espionage, and mil-
itary operations to conduct malicious activities and impose costs upon businesses, govern-
ments, and individuals.10 The US considers these types of operations to be traditional mili-
tary activities, yet the national framework for cyber incident coordination does not include 
the DoD.11 To address the novel legal and operational challenges of cyber warfare and cy-
ber-enabled malicious activities, the US needs to move beyond current monolithic military, 
intelligence, and law enforcement constructs to imagine a new Cyber Force.

Within the United States Code, there are several unique titles that, if combined, would im-
bue a Cyber Force with authorities commensurate with the evolving threats in cyberspace.12 
While different organizations within the federal government are authorized to conduct various 
activities under multiple titles, no single organization can leverage all requisite authorities for 
effectively combating malicious cyber actors and activities. 

Within the DoD alone, different organizations and agencies operate in cyberspace under 
disparate legal frameworks. For example, while Military Department Counterintelligence Or-
ganizations (MDCOs)—such as the Naval Criminal Investigative Service (NCIS)—conduct coun-
terintelligence and law enforcement activities, MDCOs are not authorized to conduct military 
operations.13 The authority to conduct military operations is derived from orders issued to com-
batant commanders by the Secretary of Defense through the Chairman of the Joint Chiefs of 
Staff.14 Conversely, while the Secretary of Defense (SECDEF) has ordered U.S. Cyber Command 
(USCYBERCOM) to execute military cyber operations to deter, disrupt, and defeat malicious cy-
ber actors targeting DoD information networks and US critical infrastructure, USCYBERCOM 
has no authority to conduct counterintelligence or law enforcement activities.15 However, there 
are organizations within the federal government whose roles, responsibilities, and authorities 
enable exceptions under the right circumstances to the separation of military, intelligence, and 
law enforcement powers—namely, the U.S. Coast Guard and National Guard. The exceptions 
under which these organizations can operate, and the circumstances under which they are 
allowable, offer a viable model and framework for designing roles, responsibilities, and author-
ities for a Cyber Force and corresponding National Guard component.

This article presents shortcomings inherent in both the current construct of DoD’s cyber 
operations forces and the federal government’s cyber incident coordination. It contends that 
the federal government’s division of authorities precludes comprehensive mitigation of and 
response to cyber-enabled malicious activities targeting domestic cyberspace. To combat na-
tion-state and non-state actors targeting US interests in cyberspace effectively, the federal gov-
ernment should establish a Cyber Force modeled on the U.S. Coast Guard with a reserve com-
ponent modeled on the dual state/federal forces of the National Guard. 
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Though blending legal authorities in the digital age is a relatively new concept, the Coast 
Guard serves as a useful model because it has effectively integrated military capabilities and 
operations with law enforcement and homeland defense authorities for decades, for example 
in the War on Drugs and the Global War on Terror. Moreover, the National Guard has been ex-
tensively leveraged over the past 20 years to respond to natural disasters under state authority 
and deploy to Iraq and Afghanistan under federal authority. Combining these models would 
establish a single service capable of executing military operations, law enforcement activities, 
and intelligence collection at the direction of both DoD and Department of Homeland Security 
(DHS), complemented by a reserve component available to individual states and to the federal 
government.

PART I. CURRENT STRUCTURE

Department of Defense Cyber Operations Forces

Within DoD, USCYBERCOM is the unified combatant command whose area of responsibility 
is the global cyber domain.16 The Commander of USCYBERCOM is principally charged with de-
fending the DoD Information Network, and, on order, to “defend or secure . . . cyberspace relat-
ed to critical infrastructure and key resources (CI/KR) of the US.”17 USCYBERCOM comprises 
133 teams and over 6,200 cyber operations personnel assigned throughout the headquarters; 
service cyberspace component commands from the Army, Navy, Air Force, and Marine Corps; 
Joint Force Headquarters DoD Information Network (JFHQ-DODIN); and the Cyber National 
Mission Force (CNMF).18 Each service component of USCYBERCOM executes defensive and 
offensive cyberspace operations to defend its respective service networks and to engage tar-
gets in and through cyberspace.19 JFHQ-DODIN is the joint component charged with securing, 
operating, and defending the DoD information technology infrastructure.20 Furthermore, con-
sisting of over 2,000 personnel from each military service, the CNMF is the joint component 
responsible for executing the full spectrum of cyberspace operations to deter, disrupt, and 
defeat malicious cyber actors to defend the United States.21 

As the DoD’s joint force component for national cyber defense, the CNMF conducts cyber-
space operations to defeat cyberspace threats to both the DoD Information Network and non-
DoD cyberspace.22 To this end, the CNMF conducts myriad offensive and defensive cyberspace 
operations external to DoD networks.23 Since the activation of the CNMF in 2014, the Secretary 
of Defense has ordered USCYBERCOM to execute numerous cyberspace operations against 
malicious cyber actors. Frequently, these actors are affiliated with foreign intelligence services 
or are conducting espionage activities at their behest.24  

Because the DoD requires the CNMF to execute what would traditionally constitute covert 
action or counterintelligence activities, Congress authorized the DoD to recharacterize these 
actors so as permit the CNMF to conduct operations against them.25 In the 2020 National De-
fense Authorization Act, Congress reaffirmed that USCYBERCOM may conduct operations in 
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cyberspace against malicious cyber actors as “traditional military activities.”26 CNMF oper-
ations defending against and targeting malicious cyber actors, therefore, do not constitute 
counterintelligence activities.27 Despite this limited legal nuance, USCYBERCOM cannot con-
duct the full range of counterintelligence or law enforcement activities and relies on other 
government organizations with those authorities to engage with domestic companies and 
organizations to defend the homeland.28

Within DoD, those authorities rest with the cyber elements of the military counterintelli-
gence and law enforcement organizations, which comprise Cyber Crime Investigators from 
NCIS, the U.S. Army’s Counterintelligence Command and Criminal Investigative Division 
(CID), and the U.S. Air Force Office of Special Investigations (OSI).29 These organizations are 
responsible for the collection, production, and dissemination of military-related counterin-
telligence, as well as conducting military law enforcement and counterintelligence activities 
both outside of the US and domestically.30 Because malicious cyber actors target domestic 
companies and organizations for intellectual property theft, misappropriation of trade se-
crets, and other acts of espionage affecting DoD information, military counterintelligence 
and law enforcement organizations have broad authority to conduct activities on the net-
works of consenting organizations inside the US in coordination with the Federal Bureau 
of Investigation (FBI) and the Department of Justice (DOJ).31 However, these organizations 
are not authorized to execute military cyber operations against malicious cyber actors; that 
authority resides solely with USCYBERCOM.32

DEPARTMENT OF HOMELAND SECURITY
DHS is responsible for the security of non-DoD federal information networks33 and the pro-

tection of critical infrastructure,34 as defined by Presidential Policy Directive (PPD) 21.35 Within 
DHS, various agencies have sector-specific cyber responsibilities, such as the Coast Guard—re-
sponsible for cybersecurity in the maritime sector;36 the U.S. Secret Service—responsible for 
investigating fraud and finance-related crimes;37 the Transportation Security Administration 
(TSA)—responsible for the security of all modes of transportation, including, inter alia, avia-
tion, shipping, and pipelines;38 and the Federal Emergency Management Agency (FEMA)—re-
sponsible for the activation and support of emergency support functions under the National 
Response Framework and the National Cyber Incident Response Plan.39 For the cyber efforts 
of the various sector-specific agencies within DHS, the dedicated lead is the Cybersecurity and 
Infrastructure Security Agency (CISA).40 For significant cyber incidents, CISA also serves as 
the lead for asset response activities and coordinating field-level activities among DHS’s sec-
tor-specific agencies.41 

FEDERAL GOVERNMENT CYBER INCIDENT RESPONSE
Though DHS serves as the lead agency for protecting and mitigating threats to federal net-

works and CI/KR, the federal government organizes its response to significant cyber events 
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affecting the homeland through the coordination of field-level activities, national policy, and 
national operations across multiple agencies.42 Field-level activities are those conducted at the 
affected entity, whether a critical infrastructure element, a federal government agency, or an-
other affected entity.43 National policy coordination consists of support to the National Security 
Council in the development and implementation of policy and strategy to address “significant 
cyber incidents affecting the US or its interests abroad.”44 National operational coordination 
consists of the establishment of a Cyber Unified Coordination Group (UCG) to coordinate re-
sponses to significant cyber incidents among federal government agencies.45 

Within the UCG, there are designated lead agencies to ensure “maximum effectiveness” 
across three primary lines of effort: threat response, asset response, and intelligence support.46 
For threat response activities, the DOJ, acting through the FBI and the National Cyber Investi-
gative Joint Task Force (NCIJTF), serves as the lead federal agency.47 Threat response activities 
include the attribution, pursuit, and disruption of malicious cyber actors and activities.48 This 
is done through criminal investigations, federal indictments, and economic sanctions aimed at 
countering the malicious cyber activity.”49 Asset response, led by the DHS, consists of activi-
ties aimed at mitigating network vulnerabilities and protecting assets against malicious cyber 
actors.50 DHS does this by providing technical assistance, conducting threat hunting on af-
fected networks, and facilitating information sharing across multiple industries.51 Intelligence 
support is led by the Office of the Director of National Intelligence (ODNI), which directs the 
activities of the US Intelligence Community (IC).52 Intelligence support activities are intended 
to identify and build awareness of cyber threats and facilitate information sharing.53

While this delineation of roles is intended to “achieve maximum effectiveness in coordinat-
ing responses to significant cyber incidents,” the DoD and the significant resources and capa-
bilities of the cyber operations forces are notably absent.54 To compound this ambiguity in the 
role of the DoD in responding to national cyber incidents, the integration of DoD resources into 
the federal government’s response to cyber events faces other barriers. For example, in 2015, 
Congress passed the Cybersecurity Information Sharing Act to encourage and facilitate the 
sharing of threat indicators, defensive measures, and best practices between public and private 
sector entities.55 However, in November 2018, the DoD Inspector General (IG) found that the 
DoD had taken only limited actions to implement the Act’s requirements.56 Federal guidelines 
direct government agencies to make unclassified cyber threat indicators broadly available to 
other agencies as well as to non-federal entities as quickly as operationally practicable.57 The 
DoD IG found that the DoD did not have the internal controls necessary to meet the Act’s re-
quirements for sharing cyber threat indicators and defensive measures.58 

In addition to the limitations noted above, information silos exist which prevent the integra-
tion of different types of intelligence and operational activities that would enable the DoD to 
assist the federal government in a significant cyber incident and mitigate the risk of compro-
mise by wide-scale cyber aggression. For example, because USCYBERCOM is not a member of 
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the IC, it primarily relies upon tailored signals intelligence (SIGINT) or law enforcement-de-
rived information to execute its missions.59 As such, it is dependent on Intelligence Community 
and law enforcement partners that prize and seek to protect this information for their mis-
sions.60 Where competition for resources exists, these information silos and restrictive infor-
mation-sharing practices can limit or preclude integration and effective whole-of-government 
response to cyber events.

The exclusion of DoD from the framework for federal responses to cyber incidents is likely 
due in part to limitations in the manner in which the armed forces are permitted to operate 
domestically. For instance, using elements of DoD by civilian law enforcement in such a man-
ner as to subject US citizens to a “regulatory, proscriptive, or compulsory” exercise of military 
power would violate the Posse Comitatus Act.61 Intelligence elements of DoD are subject to in-
telligence oversight provisions of Executive Order 12333, prohibiting the intentional collection 
of information about US persons.62 Moreover, non-intelligence elements of DoD are beholden to 
other legal provisions such as the Wiretap Act, which requires consent for government actors 
to access private networks.63 

PART I. SUMMARY
Existing legal frameworks and restrictive departmental constructs like those discussed 

above keep the federal government from effectively integrating the totality of its capabilities 
and resources. Instead, it is waging an inefficient campaign, fraught with intra-departmental 
and interagency redundancies, information silos, and inefficient public-private partnerships.64  
“If the United States is to defeat these cyber threats, traditional notions regarding the division 
between criminal and national security matters must be reevaluated.”65 While the vast majority 
of cyber events affecting US cyberspace can be managed by individual network defenders and 
the current federal response construct, increasingly sophisticated nation-state attacks against 
the private sector “require a unique approach to response efforts.”66

PART II. MORE EFFECTIVE MODELS

U.S. Coast Guard

The Coast Guard operates at the intersection of homeland defense, law enforcement, intelli-
gence activities, and military operations.67 It is the only element within the federal government 
where individual personnel can conduct activities simultaneously under authorities tradition-
ally reserved for individual governmental agencies. The Coast Guard’s unique composition 
offers a particularly good model for addressing the challenges inherent in the dynamic nature 
of cyberspace, where lines between domestic security, law enforcement, and warfare are often 
blurred.

Following 9/11, the Homeland Security Act of 2002 transferred the Coast Guard to the De-
partment of Homeland Security.68 When operating as a part of DHS, the Coast Guard has five 
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homeland security missions: (1) Ports, waterways, and coastal security; (2) drug interdiction; 
(3) migrant interdiction; (4) defense readiness; and (5) other law enforcement activities.69 As 
the agency responsible for the maritime sector within DHS, the Coast Guard maintains broad 
authority over the navigable waters of the US. These authorities include the ability to prescribe 
how private and commercial vessels operate,70 control over the anchorage and movement of 
vessels to ensure the safety and security of US naval vessels,71 and the ability to prescribe 
regulations for the inspection and certification of vessels.72 Additionally, the Coast Guard may 
use its personnel, equipment, and facilities to assist federal, state, local, tribal, and territorial 
agencies when its assets are particularly qualified to perform a specific activity.73

To fulfill its role in the maritime domain effectively, the Coast Guard is authorized to operate 
as a law enforcement organization.74 Coast Guard personnel have federal law enforcement au-
thorities to board any vessel subject to the jurisdiction of the US, whether on the high seas or 
on waters over which the US has jurisdiction, to “make inquiries, examinations, inspections, 
searches, seizures, and arrests for the prevention, detection, and suppression of violations of 
US laws.”75 Additionally, when the President determines that US national security is endan-
gered, the Coast Guard may enforce regulations within US territorial waters, including vessel 
seizure and forfeiture, and may fine and imprison the master and crew for noncompliance.76

In addition to its role as a sector-specific agency within DHS, the Coast Guard is also “a 
military service and a branch of the armed forces of the United States at all times.”77 As such, 
the President may direct elements of the Coast Guard be transferred to the Department of the 
Navy to execute operations consistent with the authorities of the armed forces.78 For example, 
in April 2021, two Coast Guard cutters deployed to the Middle East to operate under the U.S. 
Navy’s Fifth Fleet in Bahrain.79 The Coast Guard has continuously conducted such military 
deployments to the US Central Command area of responsibility since 2002.80 

Among its myriad functions, the Coast Guard also operates as a member of the IC.81 In this 
role, the Coast Guard has the authority to “collect, analyze, produce, and disseminate foreign 
intelligence and counterintelligence” and to “conduct counterintelligence activities” at the di-
rection of the Commandant.82 Because Coast Guard Intelligence does not operate exclusively 
as an element of DoD, it is not beholden to many of the restrictions imposed upon the Defense 
Intelligence Enterprise.83

A key area where all the Coast Guard’s roles and authorities intersect is in cyberspace. Com-
plementing its traditional maritime role, the Coast Guard also operates Coast Guard Cyber 
Command both as the maritime sector lead for DHS and as a service cyber component of USCY-
BERCOM.84 In its DHS role, Coast Guard Cyber Command serves to facilitate the cybersecurity 
of maritime ports and shipping and to respond to cyber events affecting the maritime sector.85  
For example, in August 2021, the Coast Guard assisted the Port of Houston in defending its net-
work from a cyberattack by a nation-state actor using a zero-day vulnerability.86 In its DoD role, 
Coast Guard Cyber Command is responsible for defending and operating the Coast Guard’s 
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portion of the DoD Information Network.87 Though its current DoD mission is entirely defen-
sive, the Coast Guard’s first Combat Mission Team was established in the summer of 2021 to 
begin growing the service’s offensive cyber capabilities.88 While the Coast Guard’s offensive 
cyber mission remains undefined, it could conceivably execute offensive operations as either a 
military operation under DoD or as a counterintelligence activity under DHS.

National Guard

Within DoD, there are seven reserve components. Each of the uniformed services, including 
the Coast Guard, has a reserve.89 The Army and Air Force also have a National Guard compo-
nent.90 While the reserve components of the uniformed services operate exclusively under 
DoD, elements of the National Guard operate either under the operational control of the gover-
nors of individual states and territories or as elements of DoD in federal service when activated 
by the President.91 Comprising over half of the total force strength of the reserve elements of 
the armed forces, the National Guard is a crucial component of both national defense and di-
saster response and recovery.92

There are three ways the National Guard may be activated: state active duty, federal activa-
tion, and Title 32 status. State active duty is governed by individual state and territorial laws 
by which governors can activate members of the National Guard at the governor’s discretion.93 
Federal activation occurs in the form of either mobilization94 or federalization of the National 
Guard as an organized militia.95 Title 32 activation is directed by the federal government—and 
paid for by the federal government—but the command and control of National Guard personnel 
on Title 32 orders remain with the respective state governors.96

During emergencies, a state may use its own National Guard and may leverage the Nation-
al Guard of other states through the Emergency Management Assistance Compact (EMAC).97  
Depending on the type of emergency, states can also leverage National Guard Civil Support 
to assist law enforcement.98 However, the type of activation dictates the types of activities the 
National Guard can perform. For instance, when National Guard personnel are operating under 
state active duty or Title 32—either within their home state or in another state under EMAC—
they are generally not governed by the Posse Comitatus Act and may perform law enforcement 
functions.99 However, when National Guard personnel are activated under Title 10 and perform 
duties under the control of the President, though they can provide military support to civil 
authority, they are subject to the Posse Comitatus Act and may not perform law enforcement 
functions except in specific circumstances enumerated by statute.100

Despite the size and broad authorities of the National Guard operating under state author-
ity, it has only been leveraged in limited scope to “prepare for, respond to, and recover from 
cybersecurity incidents that overwhelm state and local assets.”101 Congress has recognized a 
lack of standardization and efficient employment of the National Guard for responding to cyber 
events.102 In the 2021 National Defense Authorization Act, Congress directed the Secretary of 
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Defense to evaluate the “statutes, rules, regulations and standards that pertain to the use of the 
National Guard for the response to and recovery from significant cyber incidents.”103 Congress 
went on to direct an update to the National Cyber Incident Response Plan to reflect improved 
employment of the National Guard.104

PART II. SUMMARY
Both the Coast Guard and the National Guard have unique characteristics that set each or-

ganization apart from traditional government and military entities. The Coast Guard leverages 
authorities under both DoD and DHS to perform its core functions for national security and 
homeland defense. Similarly, the National Guard provides both state governments and the 
federal government with a reserve force capable of executing emergency management and 
response actions at the state level as well as federal tasking as part of DoD. Because threats in 
cyberspace span military, law enforcement, homeland defense, and intelligence functional ar-
eas, as well as pose substantial risks to CI/KR that could result in significant state-level emer-
gencies, the nation requires a cyber force capable of operating across all of these functional 
areas and in support of every level of government. 

PART III. UNITED STATES CYBER FORCE
The US should establish a Cyber Force with an active component modeled on the Coast 

Guard and a reserve component modeled on the National Guard. The active component would 
serve as a sector-specific agency within DHS and “a military service and a branch of the armed 
forces of the US at all times.”105 The reserve component would be a third National Guard force 
and would operate alongside each of the 54 current National Guard organizations.

Within DHS, the Cyber Force would be the element responsible for managing DHS contribu-
tions in all dimensions of our cybersecurity. This would include defense of federal networks and 
CI/KR and operational control over the US Computer Emergency Response Team (US-CERT) 
and the Industrial Control Systems Cyber Emergency Response Team (ICS-CERT). The Cyber 
Force would work closely with the Cybersecurity and Infrastructure Security Agency (CISA) 
in supporting private sector engagement, network monitoring, and threat-hunting activities.

The Cyber Force would be imbued with federal law enforcement authorities for the “pre-
vention, detection, and suppression of violations of laws of the United States” in cyberspace 
similar to those of the Coast Guard in the maritime domain.106 To limit a broad interpretation 
of this authority, the Cyber Force’s law enforcement functions could be limited to those un-
lawful activities that target or affect the federal government or CI/KR networks. Among other 
law enforcement functions, the Cyber Force could use these authorities and the warrant pro-
cess to mitigate cyber threats proactively.107 Law enforcement authorities would also permit 
the Cyber Force to apply for and serve warrants and subpoenas to domestic entities wittingly 
or unwittingly used by malicious cyber actors to execute operations against the US. Finally, 
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these authorities would allow the Cyber Force to integrate with and support other federal law 
enforcement agencies as well as state, local, tribal, and territorial law enforcement elements 
without violating the Posse Comitatus Act.

Like the Coast Guard, the Cyber Force would also be an individual member of the Intelligence 
Community. This would enable the training and development of cyber-specific intelligence 
and counterintelligence collectors, analysts, and operational personnel. The Cyber Force would 
have the authority to conduct counterintelligence activities, operations, and investigations in 
direct support of national cyber missions and requirements. As a member of the IC, the Cyber 
Force would also be able to conduct foreign intelligence liaison relationships and exchange 
programs with partners to improve the collective cyber defense posture of the US and its allies.

When operating as part of the DoD, the Cyber Force would serve as the force provider for the 
CNMF. In this role, the Cyber Force would man, train, and equip personnel to conduct full-spec-
trum cyberspace operations against malicious cyber actors. Under the operational control of 
USCYBERCOM, Cyber Force personnel would be able to execute offensive and defensive cyber 
operations targeting malicious cyber actors outside of the US. Rotational assignments would 
ensure that personnel supporting USCYBERCOM can benefit from the operational experience 
of performing sector-specific functions for DHS and vice versa. Additionally, mobilization of 
the Cyber National Guard to support USCYBERCOM and the CNMF would ensure operational 
experiences are continually shared between state defenders and the active component of DoD. 
Importantly, the establishment of a Cyber Force would not supplant the cyber components of 
the other military services. USCYBERCOM’s service component commands would maintain 
their respective offensive and defensive missions in the same way as US Space Command’s 
service component commands carry out appropriate missions despite the existence of the US 
Space Force. 

As the reserve component of the Cyber Force, the Cyber National Guard would serve primar-
ily as a digital militia for individual states and territories, while providing a ready pool of cyber 
professionals in the event of a national emergency. The establishment of a Cyber National 
Guard would standardize the training and equipping of a state-level cybersecurity response 
force. This stand-alone force could be leveraged by governors to respond, using state police 
powers, to significant cyber incidents affecting state and local governments, CI/KR, and private 
entities. A Cyber National Guard would also enable the individual states and the federal Cyber 
Force to tap into the significant talent pool across the private sector by allowing for part-time 
state and federal service without requiring those individuals to enlist or commission in the 
regular military.

CONCLUSION
In March 2021, the Government Accountability Office (GAO) found that the federal govern-

ment “needs to urgently pursue critical actions to address major cybersecurity challenges.”108 
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The GAO recommended the federal government establish a comprehensive cybersecurity 
strategy and perform effective oversight.109 The segmentation of authorities and capabilities 
across the federal government makes this difficult if not infeasible. Overcoming this challenge 
requires establishing a Cyber Force and Cyber National Guard able to leverage the requisite au-
thorities of both the individual states and the federal government and provide a comprehensive 
array of capabilities to support achievement of the nation’s cybersecurity objectives.   

DISCLAIMER
The views and opinions expressed in this article are those of the author alone and do not re-

flect the official policy or position of the Department of Defense (DoD), U.S. Cyber Command, or 
any agency of the U.S. Government. Any appearance of DoD visual information or reference to 
its entities herein does not imply or constitute DoD endorsement of this authored work, means 
of delivery, publication, transmission, or broadcast.
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ABSTRACT 

This case study builds on previous analyses of Russian information warfare and 
covers the forms and tactics in simultaneous campaigns in Ukraine and the US  
between 2014 and 2020, using Daniel P. Bagge’s DOPES methodology to discern 
and analyze patterns within events data from the two campaigns. Use of DOPES  
illustrates that Russian information warfare possesses discernible forms and  
tactics across varying contextual situations and is highly flexible. The forms  
and tactics align with Russian information warfare (IW) doctrine and the goals  
of reflexive control. The case study concludes with a discussion of strategic 
and policy level recommendations to counter the effects of Russian IW.

 INTRODUCTION

Russian IW includes the doctrine Russia uses to achieve specific aims, whether 
strategic, operational, or tactical, and Russia’s methods; it encompasses both 
principles and procedures.1 One of the main challenges for western scholars and 
practitioners in identifying Russia's IW abilities and effectiveness is finding evi-

dence or data of outcomes. Some scholars conclude that the effects are minuscule.2 Howev-
er, looking at Russian IW by searching for evidence of outcomes paints a deceptive picture 
and can lead scholars to draw skewed conclusions.  

This research builds on previous research and analysis of Russian strategic use of IW, 
especially regarding new-type warfare means and the forms and methods of fighting, as 
suggested by Timothy Thomas.3 It also seeks to identify Russia's use of multiple elements 
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of IW in simultaneous campaigns.4 Finally, as Costello 
explains, the US must identify, understand, and evalu-
ate Russia's tools in the Initial Phase of War (IPW) and 
IW campaigns.5 Many scholars have chronicled Rus-
sia's IW in Ukraine and the US between 2014 and 2020 
as separate studies, but few have attempted to catego-
rize the known events in a manner that would identify 
common forms or tactics. 

This paper’s six sections cover first the doctrinal evo-
lution of Russian IW and its use of reflexive control as 
the primary theoretical paradigm underpinning IW. 
Second, Bagge's methodology of events categorization 
is explained. Third, the paper lays out the events’ cat-
egorization results by form, tactic, target and vulnera-
bility. Fourth, the results are discussed. Fifth, the paper 
addresses how Bagge’s methodology should be used in 
future research. Last, the paper identifies policy areas 
applicable to the results and how the US can combat 
the forms and tactics of Russian IW. 

BACKGROUND
Information is a foundational weapon in the pursuit 

of geostrategic goals. Russia's primary goals include 
destabilizing the geopolitical balance and reasserting 
its sphere of influence through information superi-
ority.6 To do this, Russia views warfare more broadly 
than the US and sees a state’s population as a means 
to attain its goals.7 Moreover, as will become appar-
ent through the discussion of reflexive control, Russia 
views knowing its adversary as the enabling mecha-
nism for successful IW. 

Russian IW Doctrine and Reflexive Control

IW is central to achieving Russia’s strategic goals. The 
framing concept Russia uses to implement and achieve 
IW is reflexive control (RC), a theory that has evolved 
over a century. The concept of RC can be subdivided 
into two sections.8 The first is the reflexive system, and 
the latter is the reflexive process. 
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The reflexive system includes the target and any other participant in the system, including 
the observer and target, and each of their mental constructs. Each person in the system has 
a mental construct of the system and how each other person views the system. When adver-
saries meet, Lefebvre posits that the outcome will be "determined by the way the adversaries 
represent each other's mental world."9 Essentially, he who best understands the adversary's 
mental world can interpret decisions most correctly, thereby giving them the advantage. This 
is the reflexive process. 

An often-overlooked element of reflexive control is that it is a means to accomplish other 
outcomes and is an end goal in and of itself. For example, an actor uses reflexive control to 
gather information about an adversary that can be used in other ways, but control over the 
decision-making process is also the goal. 

New Russian use of reflexive control can debatably be identified as the creation of an opera-
tor of awareness. This is when the actor does not have a specific goal but where the influence 
projected onto the adversary narrows the possible decisions, enabling the actor to reasonably 
predict decisions.10 Current RC utilizes psychological effects on decision-makers, communi-
cates false or partially false information, coerces the enemy to envision defeat, and uses the 
enemy's resources against it.11 In addition, the use of cyberspace has allowed the theory to 
implement methods of access to the masses.12  

For example, a Russian Ministry of Defense document defines IW as conflict in the informa-
tion space that seeks to force “a state to make decisions in the interests of their opponents” 
by undermining political, information, social, or economic systems, as well as implementing 
“mass psychological campaigns against the population of a State in order to destabilize society 
and the government.”13 Other published doctrine similarly espouses utilizing psychological or 
ideological information to “undermine trust in the government…[and] lead to the destabiliza-
tion of the situation.”14

For simplicity, in this case study reflexive control is defined as the ability to influence the 
adversary to make the decisions you want him to make by influencing, transforming, and 
ultimately undermining the decision-making system.15 In essence, reflexive control is effec-
tive marketing on steroids and directed for statecraft instead of commerce and control rather 
than management. Most importantly, the practice of reflexive control creates small actions that 
seem trivial to the target but have massive and complex intentions.16 

Modern Russian IW Doctrine

Modern Russian IW is distinguished from western definitions of the concept by multiple 
factors. First, there is no differentiation between peacetime and war or civilian and military 
spheres. This is a point of issue for democracies. Next, unlike recent doctrine in the US, Russia 
does not view IW through cyber-colored glasses.17 Cyber elements are a tool used in Russian 
IW, and therefore there is no distinction between cyber and information spheres.18 The only 



196 | THE CYBER DEFENSE REVIEW

EVERYTHING FLOWS: RUSSIAN INFORMATION WARFARE FORMS AND TACTICS 

distinction made in the Russian concept of IW is between code-based and content-based meth-
ods, or what some authors have termed information-psychological and information-technology 
methods.19 Also, Russian IW is long-term. IW seeks to decay "the moral values, psychological 
state or even the decision maker's character" to alter the perception of information.20 

Last, IW is not meant to be kinetic in the traditional, western conception of kinetic warfare. 
Russian General Valery Gerasimov, perhaps the easiest figurehead for Westerners to associ-
ate with Russian IW, explains that nonmilitary means could have higher success rates than 
kinetic means in achieving objectives, and psychological measures have become the norm.21 
The fact that some US scholars have attempted to view IW success through the lens of whether 
it impacts kinetic action is essentially a product of mirror-imaging and inhibits an accurate 
understanding of the purpose and methodology of Russian IW. 

All forms of information become a legitimate target for Russia, regardless of the state of war. 
While individual Russian attempts at IW may seem ineffective, Giles explains that "credibility 
is not always a metric of success for Russian information warfare campaigns."22 The goal is 
to eliminate objective truth, inhibit the ability to report on a situation, destabilize the society, 
weaken morals and confidence, and destroy empirical knowledge.23 Destabilization can lead 
to pressure on government officials and citizens to accept a solution that they would not have 
under their own volition, closing the loop of the reflexive control process.24 

Indirect actions taken under the umbrella of IW intend to influence the enemy across a broad 
range of sectors by distributing disinformation to destroy the enemy from within.25 Included 
in the means of achieving this is the protest potential of a population and other measures 
that have the possibility of demoralizing the public.26 The long-term nature of effective IW 
campaigns creates persistent narratives that end up causing members of the target society to 
question themselves.27 Moreover, the IW methodology can achieve a wide range of  strategic 
objectives through the use of reflexive control.28 For Russia, IW is the starting point of the new 
type of warfare; it determines whether and which future actions should be taken.29 

METHODOLOGY
This research uses Daniel P. Bagge's DOPES method to categorize events and correlate them 

with known patterns, which in turn relies on S.A. Komov’s intellectual elements of IW.30 It is 
important to note that Russia’s IW is flexible depending upon the environment. The following 
categories are often used simultaneously, offensively, and in a long-term manner against an 
adversary to discredit, defame and divide the state through polemics.31 

Events were collected through open-source information from government indictments and 
reports, think-tank publications, declassified military reports and publications, independent 
organizations’ research and analysis, investigative journalism, and news reporting. The events 
were input to an Excel sheet and then categorized by form, tactic, target audience, vulnera-
bility, and source citation. Following categorization of the events data, processes of IW were 
compared by stage of war. 



FALL 2022 | 197

SAMANTHA MULLANEY

The Ukraine events data is divided into three stages, a broad consolidation of Gerasimov’s 
six stages of warfare: pre-Crimean invasion, post-Crimean invasion but pre-Eastern Ukraine 
invasion, and post-Eastern Ukraine invasion. These were three clear-cut transitions within the 
war and corresponded to the use of paramilitary forces. The US events data were divided into 
two phases, as three separate phases were unable to be identified and paramilitary forces were 
not used. The two stages are pre-and post-2016 election. The Russian IW campaign is ongoing 
in the US, as is clear from the findings below.

RESULTS 

Ukraine
Table 1

Form Pre-Crimean Invasion Form Post-Crimea, Pre-Eastern Ukraine Form Post-Eastern Ukraine Invasion

Pressure Pressure Pressure
Distraction Suggestion Distraction

Division Distraction Deception
	

Table 1 shows that pressure is the constant form of IW Russians deployed in Ukraine, 
throughout all stages of war. Distraction made up nearly half of the forms implemented during 
the IPW, or pre-Crimean invasion, with division also highly utilized. The forms changed once 
Russia invaded Crimea, with suggestion being used in 65 percent of the events. Division in-
creased, but far less than distraction and suggestion. Post-invasion of Eastern Ukraine, dis-
traction regained its usefulness, and deception became more common. Figure 1 illustrates the 
growth of deception, distraction and pressure throughout the campaign while Table 2 high-
lights the percentage change of form over time. 

Table 2

 

Form Pre-Crimean Invasion Percentage Post-Crimea, Pre-Eastern Ukraine Percentage Post-Eastern Ukraine Percentage

Deception 25% 45% 61%
Deterrence 21% 42% 19%
Distraction 46% 52% 64%
Division 42% 45% 27%
Overload 4% 30% 25%
Pacification 21% 43% 20%
Paralysis 38% 41% 18%
Pressure 67% 71% 77%
Provocation 38% 25% 8%
Exhaustion 13% 47% 35%
Suggestion 38% 65% 54%
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Figure 1. Forms in Information Warfare that Increase as War Progresses

Table 3
Tactic Pre-Crimean Invasion Tactic Post-Crimea, Pre-Eastern Ukraine Tactic Post-Eastern Ukraine Invasion

Political Action Consolidation of control Disinformation
Code-based Code-based Amplification

Disinformation Cover Code-based

Economic Manipulation Electronic Warfare Cross-legitimization

Table 3 shows that code-based tactics were used throughout the war, while people of influ-
ence were used more heavily at the beginning (13 percent) and middle phases (14 percent) 
rather than the end phase (10 percent). That said, disinformation through co-opted media and 
civil society outlets comprised the most common tactic in the final stage. Four out of the six 
tactics used in the IPW are not highly utilized in the middle phase, including political action, 
disinformation, and economic manipulation. Amplification and cross-legitimization became 
important toward the war’s end. Figure 2 illustrates changes in use of tactics. 

 
Figure 2. Tactic Used Over Time
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Table 4  
 
 
 
 
 
 
 
 
 
 

Target Pre-Invasion Crimea Target Post-Crimea, Pre-Invasion of Eastern Ukraine Target Post-Invasion of Eastern Ukraine

Russian domestic audience Russian domestic audience Russian domestic audience
Ukraine general population Ukrainian government Ukrainian general population

Ukrainian government Ukrainian general population Ukrainian government

NATO NATO NATO

Table 4 confirms that the Russian domestic audience remained the most important target 
throughout the war. Between the invasion of Crimea and the invasion of Eastern Ukraine, 
particular emphasis was placed on targeting the Ukrainian government (see Figure 3). NATO 
was a top target, but still significantly less targeted than the Russian or Ukrainian population. 

 

 
Figure 3. Target by Phase of War

 
 
 
 
 
 

Vulnerability Pre-Crimean Invasion Vulnerability Post-Crimea, Pre-Eastern Ukraine Vulnerability Post-Eastern Ukraine Invasion

Government Legitimacy Government Legitimacy Russia's Narratives to Citizens
Economic Dependence Russia's Narratives to Citizens Government Legitimacy

Reputation of US Command and Control Russian Legitimacy for Intervention

Table 5

Russia’s IW largely targeted Ukrainian government legitimacy throughout all phases of the 
war, with post-Eastern Ukraine seeing a rise in Russia’s emphasis on its domestic narratives, 
as noted in Table 5. Ukraine’s economic dependence was exploited in the IPW, as was the US’s 
reputation. As Russia consolidated control throughout the war, it targeted vulnerabilities with-
in its society and sought to legitimize the war. 
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United States

The ongoing nature of Russia’s IW campaign on the US cre-
ated just two phases of warfare. Table 6 lays out the lack of 
change in IW form, and Table 7 shows some nuance between 
phases. Pressure made up 23 percent of the form for all events 
pre-2016 election, with suggestion at 16 percent and division 
at 13 percent, as shown in Table 7. These percentages changed 

slightly, post-election, with pressure 
at 20 percent, suggestion at 19 per-
cent, and division at 17 percent. The 
largest change between forms by stage 
of the IW campaign was evidenced in 
the increased use of provocation post-
2016 election, which increased from 
two to seven percent. Division saw a 
similar increase. Distraction fell from 
eight percent to one percent post-2016 
election. 

Tactics before and after the 2016 
election differed, as Table 8 and Fig-
ure 4 confirm. While the primary 

tactic used was code-based, use of polemics and amplification 
grew the most, by five and seven percent, respectively. Con-
versely, leaks were less utilized post-2016 election, shrinking by 
nine percent. Table 9 compiles the change in tactic between the 
phases of the IW campaign.

 

Form Pre-Election Form Post-Election

Pressure Pressure
Suggestion Suggestion

Division Division

Table 6

Form Pre-Election Percentage Post-Election Percentage Change
Pressure 23% 20% -3%
Suggestion 16% 19% 3%
Division 13% 17% 5%
Deception 11% 12% 1%
Overload 9% 9% 0%
Exhaustion 9% 10% 1%
Distraction 8% 1% -7%
Paralysis 6% 5% -1%
Deterrence 2% 0% -2%
Provocation 2% 7% 5%
Pacification 1% 0% -1%

Table 7

Tactic Pre-Election Tactic Post Election
Code-based Code-based

Political Legitimacy Polemics
Leak Amplification

Political Action Political Legitimacy

Table 8

Tactic Change

Amplification 7%
Polemics 4%
Cover 3%
Code-based 3%
Cross-legitimization 2%
Economic Manipulation 1%
Manipulation -1%
Person of Influence -2%
Political Action -2%
Front Organization -2%
Political Legitimacy -2%
Fabrication -3%
Leak -8%

Table 9

Figure4. Tactic Used Over Time
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The consistent IW target was the US public, hold-
ing 34 percent and 19 percent of the share of events 
before and after the election, respectively, as illus-
trated in Table 10. Although US policy elites were 
heavily targeted pre-2016 election with 24 percent 
of all events directed at them, this decreased to 11 
percent post-election as the campaign moved to-
ward targeting the media and civil society, which 
grew five and ten percent, respectively. 

Russian IW saw vulnerabilities within US 
elites, the media, the US’s reputation, and civil 
society throughout the IW campaign. Table 11 
shows that the vulnerabilities did not change, 

but there was a different hierarchy of pri-
orities in each stage. US elites were seen as 
less vulnerable following the election and 
were replaced by the media. Civil society 
was the most vulnerable part of American 
society post-2016 election, with 26 percent 
of all events directed toward it. 

DISCUSSION

Use of Bagge’s DOPES Methodology

This case study clearly shows that Bagge’s DOPES analysis usefully delineates Russian 
IW forms and tactics. Indeed, DOPES analysis is perhaps the first of its kind to characterize 
Russian IW forms and tactics, and future scholars will find it useful for known Russian in-
formation interference, in categorizing events by form and tactic to discern patterns and em-
phases of Russian IW campaigns. The benefits of DOPES is clear. First, the forms and tactics 
Russia employs reveal a picture of how Russia views the reflexive system, and can be used 
in an offensive counterintelligence manner. Second, knowing the forms and tactics enables 
resources to be adequately distributed. Finally, the analyst is better informed to recommend 
measures to inhibit or mitigate Russian IW attempts.

DOPES delineates the evolving nature of Russia’s forms of IW throughout the Ukrainian 
conflict, and reveals the flexibility of the Russian IW doctrine. Russia was interested in pre-
venting Ukraine from joining NATO and the EU, sought control over Ukrainian policy, and 
needed Ukraine for domestic ideological purposes.32 As each stage of warfare unfolded, Rus-
sia could assess whether and how those goals could be met by the context on the ground and 
was flexible in the tactics and forms used to achieve the goals.33  

Target Pre-Election Target Post-Election

US Public US Public
US Policy Elites Civil Society
Media Media
Russian Domestic Audience US Policy Elites

Table 10

Vulnerability Pre-Election Vulnerability Post-Election

US Elites Civil Society
Media Media
Civil Society US Reputation
US Reputation US Elites

Table 11

Vulnerability Pre-Election Percentage Post-Election Percentage

US Elites 29% 13%
Media 18% 22%
Civil Society 18% 26%
US Reputation 17% 19%

Table 12
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While categorizing helps practitioners, the data itself will enable a fine-tuned understand-
ing of Russian IW. The events data for this case study were compiled over a short period and 
are not exhaustive. Future research should apply DOPES to larger events data sets that have 
multiple researchers cross-categorizing events. Finally, DOPES should be strengthened by 
incorporating other analytical processes such as Hammond-Errey’s information influence 
and interference framework, thereby adding considerable depth to conclusions from events 
data.34 

Ukraine

The effectiveness of Russia’s IW campaign in Ukraine revolves around its understanding 
of Ukraine’s reflexive system. Pressure, which DOPES defines as disseminating information 
that delegitimizes or destabilizes the government, is the main form of IW in Ukraine through-
out all stages of warfare. The Ukrainian government has a reputation for corruption, incom-
petence, and general lack of ability and is one of the weakest links in the decision-making 
network within Ukraine. By heightening these exploitable elements within Ukraine through 
political action, disinformation through the media, and economic manipulation to decrease 
support for the government, Russia effectively pressured the Ukrainian government and 
outside elements into delayed reaction. Ukraine’s will to resist diminished over time because 
Russia effectively targeted communication infrastructure and people of influence within the 
media and politics.35 

Post-invasion of Crimea, Russia turned to suggestion and distraction to validate its military 
incursion to its domestic audience. Code-based tactics, cover, and electronic warfare were 
the most common tactics during this stage and enabled a broad implementation of sugges-
tion and distraction and also inhibited an international response. 

Russian forces consolidated control of military installations, the media, the internet, and 
cellular networks through electronic warfare tactics. Consolidation of control in the informa-
tion sphere enabled Russia to utilize the tactic of cover entities across the media spectrum 
and within local organizations to distract observers from its activities. Specifically, television 
is still the primary source of information dissemination in Ukraine and Crimea, and 74 per-
cent of the population derives information mainly from television. One leading Russian tele-
vision station in Ukraine is associated with the Institute of CIS Countries’ director who is a 
proponent of Novorossiya.36 Essentially, Russia used consolidation of control over the media 
to implement both suggestion and distraction concerning the invasion of Crimea while also 
legitimizing its actions. 

Post-Eastern Ukraine, the form of IW changed, and deception was implemented on a mas-
sive scale to rewrite the origins of the conflict, alter beliefs about facts on the ground, and 
manipulate the allocation of resources in a manner that fostered positive decision-making 
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outcomes for Russia, mainly in the form of a lack of Western intervention and the inability 
of the Ukrainian government to mount an effective response. Indicative of this is the report 
that in 2019 one in three Ukrainians was confused as to who started the war in Crimea.37 
Also, external governance has become an accepted narrative in eastern regions, illustrating 
the effectiveness of focusing on suggestion pre-invasion of Eastern Ukraine.38

At this point, the conflict became frozen, one of many outcomes favorable to Russia. High 
levels of disinformation, primarily enabled by the consolidation of control over the media, 
telecommunications system, and strategically placed elites parroting Russian narratives, 
achieved deception and pressure in the final stage. Amplification and cross-legitimization 
were used between media sources to normalize disinformation and achieve deception. 

Russia’s use of paramilitary forces in Ukraine was vital, but was hardly the most sur-
prising aspect of warfare. More surprising was Russia’s ability to “coordinate military and 
non-military means, including the information warfare aspects.”39 It did this by dividing the 
population early on, distracting international entities that could interfere, and placing high 
economic, diplomatic, and social pressure on Ukraine. Russia then vilified the leadership as 
fascist, claimed that government actions were unconstitutional, posited itself as the defender 
of a created victim group, and suggested that the West backed the protesters.40 Finally, all 
that was left was to continue distraction through heightening disinformation levels, effec-
tively paralyzing the decision-making capabilities of Ukrainians and Western diplomats, and 
corrupting the reflexive system.

Russia also used code-based tactics throughout the periods of war examined here. Russian 
IW doctrine consistently uses information-technology approaches throughout an IW cam-
paign, and the events data show effective implementation of the doctrine. Since code-based 
tactics support any form of IW, it is understandable to see it as one of the most used tactics in 
Ukraine. Code-based tactics enabled other tactics to delegitimize the Ukrainian government, 
amplify disinformation, spread ideas, and consolidate control. 

DOPES highlights a western misunderstanding that the most effective period of IW is the 
beginning of the war.41 IW was vital through all stages of warfare, including throughout the 
kinetic stage. Western analysts assuming that Russia intends IW to be carried out linearly in 
a war setting underestimate Russia’s IW strategy. 

Russia’s flexible IW doctrine enabled it to achieve international paralysis and increased 
federalism, and therefore Russian influence, in the region. The outcome raises doubts about 
whether specific plans are necessary when using reflexive control and IW or just broad di-
rections.42 Furthermore, Russia’s deep understanding of the cultural and reflexive system, 
and all the previous long-term leg work associated with co-opting it, proved vital for the 
demoralization of the target. The exact progression of forms and tactics will be implemented 
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differently in future Russian IW campaigns. However, scholars and practitioners should ac-
knowledge that Russia understood the target society and exploited its vulnerabilities and 
that the Russian implementation of IW aligns with its stated doctrine. 

The United States

Whereas Ukraine lies within Russia’s traditional sphere of influence and holds a unique 
position within Russia’s national heritage, the US is the dominant democratic state espous-
ing the liberalism that most threatens Russia, and the IW campaigns in these two states 
were quite different. As Sokolsky and Stronski explain, the key aims against the US were 
to delegitimize institutions, disintegrate the coalition of Western states through division, 
and destroy the supranational organizations that undergird democratic values.43 Flake notes 
that Russia pushes a narrative of a “corrupt and failing” US democratic system, building on 
pre-existing ideas in specific segments of the US population.44 Russia targets these groups in 
order to amplify, disseminate, and normalize its narrative. 

DOPES shows that pressure is the most commonly used form in the US campaign. Pre-elec-
tion, Russia used suggestion and division to attack the moral legitimacy and value system 
that drove decision-makers within the US reflexive system. Leaks, political action campaigns, 
and attacks on the political legitimacy of policy elites were common tactics. Undergirding 
these tactics was the specific targeting of the US media enterprises, a primary source of 
legitimacy within US civil society. The tactics align with known Russian IW doctrine, which 
attempts to destabilize countries through psychological attacks and undermine political, eco-
nomic, and social systems.45 

Kuleshov, Zhutdiev, and Fedorov explain that Russia’s goal is to use psychological influence 
to encourage important resources to be “handed over voluntarily, since this is seen not as the 
result of aggression, but as a progressive movement toward democracy and freedom.”46 The 
tactics Russia used pre- and post-election illustrate this use of reflexive control. For example, 
the pre-election emphasis on leaks and attacks on political legitimacy enabled Russia to 
foster and amplify divisions post-election. Polemics further destabilized and disintegrated 
trust in media sources, with a recent Gallup poll noting that only 21 percent of Americans 
have “a great deal” or “quite a lot” of trust in newspapers.47 In essence, Russia focused its IW 
campaign on driving a push for perceived progress toward a better democracy while at the 
same time hollowing out and co-opting the very elements of a healthy democratic system.

The pre-2016 election focus was on political elites. Post-election, Russia began targeting 
general civil society, hoping to funnel public discontent and division from the elites to gen-
eral citizens. Easy US targets for Russia during the IW campaign included racism and immi-
gration, both subjects with large numbers of activists to co-opt into increasing the state’s in-
stability. Russia can exaggerate the extent of racism in the US because of real discrimination 
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that exists.48 Again, this aligns with an understanding of the reflexive system of the US, 
where political elites rely on mass perception, which civil society perpetuates. 

Some scholars have highlighted the trend of Russia embedding itself within social media 
networks, learning how to interact successfully, and then manipulating the narrative and 
the actual network.49 Persistent, long-term use of #blacklivesmatter by Russian agents 
within online African American networks illustrates this manipulation and co-option.50 
Scholars have also noted the Russian emphasis “to divide America by further polarizing 
an already polarized political climate.”51 

DOPES facilitates analysis of both of these trends, and the events data illustrates how the 
tactics employed can change while the form stays the same because the IW’s target has 
changed. The change reflects a Russian understanding of the origins of US government le-
gitimacy and Russia’s technical ability to creatively and quickly build on trends evidenced 
in the target society to achieve successful outcomes from IW campaigns. 

Comparison

The overarching aim of  IPW is information superiority in the reflexive system, and Rus-
sian IW campaigns have implemented this doctrine across a wide range of cases, of which 
this study focused on two. The data illustrates Russia is clearly capable of running simul-
taneous IW campaigns that span the globe. In addition, one of the best-used methods for 
achieving information superiority includes the co-option of the mass media, military com-
mand-and-control processes, elite decision-makers, and the public in democratic states.52 

Moreover, the DOPES forms and tactics align with the goal of RC.53 Critics of Russia’s 
work in Eastern Ukraine say there was no clear doctrine, but DOPES illustrates a flexible 
doctrine with clear and consistent categories of forms and tactics regardless of the target. 
This flexible and broad doctrine benefits Russian decision-makers who may fail to achieve 
tactical victories because it enables a wide range of follow-on options to achieve the broad-
er mission.54

Russia aims to induce paralysis in both Ukraine and the US, identify and co-opt groups 
with anti-systemic leanings, and create alternative realities that they can later reinforce 
through Russian-backed entities.55 The progression from division to suggestion and dis-
traction in Ukraine illustrates this process. The evolution of tactics from political action 
and leaks to polemics and amplification in the US is a similar illustration. Vorobyov and 
Kiselev explain that this process often presents as buying up mass media, creating a per-
ception of protecting democracy, infiltrating local government elections, and using non-
profit organizations.56 These tactics are used in both Ukraine and the US campaigns, as 
the events data illustrate.
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Russia knows it cannot destroy the US, but the US can destroy itself. The Leninist con-
cept of disintegration provides the historical conceptualization for Russia to implement a 
campaign where “every manifestation of discontent” is utilized.57 Disinformation becomes 
a potent weapon of societal disruption.58 Russia achieves this by undercutting the govern-
ment’s legitimacy, deeming individuals and institutions hypocritical or morally repugnant, 
and co-opting language.59 

In a 2017 US Senate hearing, it was noted that Russian IW is not so much about manipu-
lating groups into trusting Russia but instead encouraging groups to legitimize their ideas 
and delegitimize all others, which is the Marxist idea of repressive tolerance.60 Through 
the modern implementation of RC, groups come to view one another as adversaries who 
have no common ground, leading to group conflict.61 

The flexibility of Russia’s IW encourages use of different forms and tactics in different 
states. Russia will not likely replicate the Crimea model or even the US model. Instead, its 
IW will reappear with different combinations of tactics and forms which can be altered and 
redirected within the campaign based on new developments within the specific reflexive 
system. 

RECOMMENDATIONS
The US must address its shortcomings from multiple directions if it desires to regain 

the strategic advantage or even successfully defend itself against Russian IW forms and 
tactics. Military involvement is a necessary but incomplete step; hyper-focus on a military 
solution will create an inadequate response to IW. 

Recommendation 1: Bolster human networks, which are imperative for both offense  
and defense.

Human-centered strategies should identify and disrupt the human networks engaged in 
propagating IW, create networks to launch our IW campaigns, and facilitate durable and 
robust counterintelligence. From the counterintelligence perspective it means identifying 
connections between those within a decision-making loop and outside entities, such as 
Kremlin-linked think tanks and oligarchs, who are pressured in IW campaigns through 
illicit finance and investment.62 The US must identify and disrupt these flows. 

Recommendation 2: Regain institutional knowledge of Russian IW.

The US Intelligence community should target the Russian institutions that provide a 
bedrock for developing Russian IW doctrine and RC. For example, one widely understood 
element of effective RC is encouraging unpredictability. DOPES analysis can help counter 
this.63 Clearly identifying the elements of Russian IW will lead to possible avenues of mit-
igation. 
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Recommendation 3: Consolidate and coordinate IW in the US.

The US must professionalize IW human capital and then decentralize and disperse the 
implementation of strategic goals through these individuals. Furthermore, consideration of 
recreating the Active Measures Working Group (AMWG) to identify Russian IOs may be 
beneficial.64 The organization could “identify and expose” Russian disinformation and there 
could be a classified and public version of the group.65 

Recommendation 4: Bolster Counterpropaganda. 

Counterpropaganda should highlight Russia’s illiberalism toward particular groups, outing 
the corruption of Russian elites and oligarchs, amplifying dissident stories within Russia, 
and the potential use of the Orthodox community, which today is strongly aligned with the 
Russian state. Each of these forms was used successfully by Russian counterpropagandists 
in Ukraine during World War II, as laid out by Kudinova.66 

Recommendation 5: Acknowledge a necessary culture shift at home.

The priority as to combating tactics, especially disinformation and polemics, should be ob-
jectivity more than balance.67 Objectivity and resilience are perhaps the two most important 
methods to combat Russian IW, although both of these would require a change in current 
American cultural norms. A society under attack needs to endure the present chaos with 
patience and fortitude until the facts can be found.68 Society also must be resolved first to 
understand the facts before rushing to conclusions. Unfortunately, current means of mass 
communication in the US engender neither resilience nor objectivity. Indeed, they heighten 
impatience. 

Recommendation 6: Set standards for online privacy and data protection. 

IW abuses the lack of individual privacy afforded by the current regulatory measures in 
the digital space.69 The data collected on an individual, which the US government cannot use, 
is sold and used by adversaries to launch IW campaigns to persuade or modify an individu-
al's behavior.70 Regulating who can collect personally identifiable data, its stored duration, 
how it is to be stored, and how it can be disseminated are all key avenues of regulation by 
the federal government.71 

CONCLUSION
The goal of Russian IW is not to create a war; it is to prepare the ground in case of war and 

assist war once in process. Information warfare need not convince anyone; it simply needs 
to generate noise and destroy the idea of objective truth.72 Essentially, it comes down to 
convincing those you can and confusing those you cannot. Russia’s narratives are appealing 
because they tell a linear story that is flexible and straightforward, two elements that draw 
in “unwitting naïve idealists.”73 
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Ultimately, Russia’s use of IW is flexible, and it uses whichever tactics are most appropri-
ate for the timing and context.74 However, when combined, the effect can become fatal for a 
society.75 Ukraine and the US bear witness to this process. Each tool used by the Russians is 
meant as one aspect of a cumulative, long-lasting campaign to create, direct, and support a 
particular framework beneficial to Russia’s geopolitical goals. Bagge’s DOPES methodology 
is a valuable tool to identify the forms and tactics of Russian IW as they occur in real-time 
while also providing evidence of Russia’s ability to adhere to and implement its IW doctrine 
in multiple ways simultaneously. The US requires an ever nimble and robust response to 
mitigate Russian IW.  

DISCLAIMER
The views and opinions expressed in this article are those of the author alone and do not 

reflect the official policy or position of the U.S. Department of Defense (DoD), U.S. Cyber 
Command, or any agency of the U.S. Government. Any appearance of DoD visual information 
or reference to its entities herein does not imply or constitute DoD endorsement of this au-
thored work, means of delivery, publication, transmission, or broadcast.
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ABSTRACT  
In the interconnected era of the Internet, the military must confront the new face 
of an old threat: narrative conflict. Where states once maintained nearly absolute 
domestic control of the narratives surrounding their military engagements, social 
media have created a wide array of perspectives, arguments, and disinformation 
campaigns that constantly affect both the civilian and military populations. These 
campaigns encourage the questioning of state objectives and threaten the identity 
of the individual and the collective ontological identity of the society, making it 
more difficult for states to maintain momentum and support for their military en-
deavors. Without that support, military campaigns can collapse, regardless of the 
skill or preparedness of warfighters. This research explores three topics relevant to 
the U.S. Army in hopes of helping it better equip itself to succeed in narrative con-
flicts: the strategic impacts of commander’s decisions on the battlefield, the need 
to control signals emissions, and the consequences of bulk internet data sales. It 
then concludes by providing brief policy suggestions for mitigating these issues.

INTRODUCTION

When the Gutenberg printing press emerged in the late 15th century, it rocked 
the foundations of societal order in Europe by establishing the first net-
worked era.1 The ensuing mass production of pamphlets made them acces-
sible to the common person.2 As the masses of common Europeans began to 

study religious texts for themselves, new perspectives emerged to challenge the church’s 
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authority.3 Ultimately, the increasingly rapid dissemi-
nation of information through advancing technology 
caused the questioning, undermining, and weakening 
of the authority of the Roman Catholic Church, which 
had dominated religious narratives in Europe for more 
than 1,000 years.  

Technology has continued to grow in modern times, 
with mobile phones and the Internet creating a net-
work of instantaneous communications much, much 
larger in scope than that of Gutenberg’s printing 
press. The growing technology has amplified impacts 
on society, with conventional authorities facing un-
precedented challenges to their leadership. The time 
has passed for state control over the information flow 
across and within its borders using traditional media 
methods, and official narratives that shaped public 
opinion in support of the state. Political and ideologi-
cal dissonance quickly and ubiquitously pours across 
the borderless Internet from which the global audi-
ence drinks.4 Blog posts, cell phone footage, podcasts, 
drone recordings, and myriad other content forms are 
deemed valid regardless of merit or origin.5 Collective-
ly, they form the new narratives consumed and fur-
ther propagated by the masses on social media. The 
result is, once again, a questioning of conventional 
authority and the degradation of that authority’s pow-
er at an unprecedented rate. The walls of Westphalia 
have fallen again. 

These developments have troubling implications for 
contemporary warfighting scenarios, which require a 
motivated military and citizenry for victory. While tra-
ditional military conflict continues, as in the Russian 
invasion of Ukraine, and remains a critical component 
of warfare, the importance of narrative conflict has 
never been greater. The Internet, mobile phones, and 
social media offer an opportunity for states to infil-
trate the minds of their adversaries’ citizenry through 
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widespread, tailored propaganda efforts. These efforts 
may be designed to facilitate a variety of outcomes, in-
cluding diminished support for a war. Demoralization 
on such a wide scale threatens to “rob an army of its 
spirit and a commander of his courage,” which Sun 
Tzu described as the key to victory, destroying an ad-
versary’s will to fight without so much as a single bat-
tle.6 The Islamic State of Iraq and Syria’s (ISIS) victory 
over the Iraqi Army at Mosul provides a potent exam-
ple of the power of narrative: The 10,000 troops pres-
ent in Mosul had mostly abandoned their posts out of 
fear spawned by ISIS terror campaigns that streamed 
across the Internet long before ISIS forces arrived in 
the city.7 The result was an easy victory for ISIS forces. 
Though the Iraqi force was larger and better armed, 
its fear of ISIS ultimately ensured its defeat.8 Even the 
US has fallen prey to the effects of narrative defeat 
during the wars in Vietnam, Iraq, and Afghanistan. 
Wars can be won or lost based on their surrounding 
narratives despite overwhelming tactical victory in 
every engagement using traditional military force. 

This article argues that winning modern narrative 
conflicts will demand doctrinal change within the 
Army and other services in some key areas relevant 
to information operations, public affairs, psychologi-
cal operations, and cyber space operations. The study 
focuses on three important issue areas: the strategic 
impacts of soldiers’ decision-making, vulnerabilities 
related to signature management, and the threats 
posed by bulk data collection and sales conducted by 
third party social media platforms. To demonstrate 
this point, the article proceeds in two sections. First, 
we briefly analyze the three focal issue areas using ex-
isting literature that highlights their importance and 
details the security issues. Then, we provide relevant 
policy suggestions, based on modifications of former 
and existing Army doctrine generated from research-
ing this topic.
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THE STRATEGIC CORPORAL
U.S. Marine General Charles Krulak conceptualized the strategic actions at the lowest tac-

tical level in his 1999 essay titled “The Strategic Corporal.” Krulak argued that “success or 
failure will rest, increasingly, with the rifleman and with his ability to make the right deci-
sion at the right time at the point of contact” with both the enemy and the local population.9 
In addition to the pressures of high stress environments where lives are at stake; the soldier 
in the field also bears the burden of overcoming two major obstacles: a general hostility and 
weariness on the part of the local population and the mutually perceived cultural divisions 
between one’s own “ingroup” and the “outgroup” that inhibit communication and personal 
bonding.10 While this places additional demand on warfighters, their ability to understand 
and adopt relevant customs and behaviors of the indigenous populations with which they 
interact will shape their own personal relationships within that society and the general 
disposition of that society toward other warfighters with whom they interact in the future.11 

As such, the ability of Army warfighters also to function and be perceived as “cultural 
mediators” and community members when interacting with a foreign populace is a criti-
cal tool that must be maintained like any other piece of equipment in a soldier’s toolkit.12 

This has led to calls for redesigned professional military education processes that highlight 
the importance of language training, cultural education, and “educational and experiential 
cross-fertilization between the military and other government agencies” or humanitarian 
organizations relevant to future operational fields.13 Major Linda Liddy of the Australian 
Army also argues that the modern soldier will need to be academically savvy in topics such 
as “military law and leadership, military history, and current affairs and ethics” in order 
to prepare fully for their role as warfighters and influencers expected to carry out complex 
operations with military and humanitarian ambitions.14 

The omnipresence of cell phones with cameras and Internet connectivity further ensures 
that tactical-level actions, positive or negative, will ripple across the societies with which they 
interact and extend beyond their immediate communities.15 Strategic adversaries could coopt 
footage depicting cultural insensitivity, whether accidental or deliberate, to fuel terrorist re-
cruitment16 or turn large populations and Internet communities against the U.S. Army. This 
could diminish its security, morale, and chances of operational success.17 Warfighters must 
do everything in their power to set themselves apart in the minds of those with whom they 
interact in operational theaters to establish mutual respect, cooperation, and beneficence.18 
A warfighter has a personal presence in the minds of those with whom they interact. This 
means that the warfighter ceases to be simply an American or a soldier to become a friend or 
community member, which can be critical in environments such as the Middle East where cul-
tural and familial bonds mean far more than shared regional or territorial residency. In short, 
impressions and reputations are critical; they can make or break an operation tactically and 
narratively.19 Warfighters will need to be able to shape their reputations in a positive way to 
ensure operational success.
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SIGNATURE MANAGEMENT VULNERABILITIES
Signature management vulnerabilities are those associated with the impacts on battlefield 

events or troop deployments of signals emitted and received from electronic devices.20 While 
myriad strategic vulnerabilities exists with respect to signature management and narrative 
conflict, two significant threats stem from physical infrastructure and “digital exhaust,”21 
which is described by Harper Reed as “a constant trail of activities, behaviors, preferences, 
signatures, and connections” left behind by every digital device that is tied to both that de-
vice and its user.22 Both have the potential to contribute to adversaries’ interception of sensi-
tive information regarding Army units, ultimately resulting in “the design and development 
of adversary systems, tactics, training, and force preparations capable of countering Army 
unit capabilities, activities, and intentions.”23 As such, new considerations must be account-
ed for to limit public knowledge of Army units and their deployments successfully.

Control of physical infrastructure means control over and access to any signals that pass 
through it.24 Army units thus cannot be sure their communications are secured when op-
erating in a foreign theater where critical infrastructure is built, owned, and operated by 
potentially adversarial forces.25 As the world transitions to 5G technology, this becomes an 
even greater risk, as 5G infrastructure is being built primarily by China across parts of Asia, 
Africa, and Europe.26 This gives China “access to the private data of billions of people” which 
may include “individuals’ medical histories, spending habits, political views, personal de-
tails expressed on social media, physical location, financial situation” and much other data 
the state could adapt to “gain a commercial or technical advantage in data-driven markets, 
target key individuals for recruitment by intelligence operations, or compromise political fig-
ures.”27 Civilians are not the only potential target of this type of data collection. Anyone using 
the network is vulnerable.28 As such, it is imperative that the Army anticipate this battlefield 
vulnerability and develop alternatives to using foreign infrastructure, such as establishing 
its own permanent infrastructure in contested regions of influence.29

While physical infrastructure poses a significant vulnerability, digital exhaust may rep-
resent the most significant threat associated with signature management. Digital exhaust 
refers to the impact on the virtual realm resulting from military movements and engage-
ments.30 Adversaries could use this information to determine troop movements before they 
are made public, putting warfighters in harm’s way, risking operational failure, and present-
ing adversaries with an opportunity to humiliate or propagandize against their opponent. 
The Bellingcat Study, the Second Nagorno-Karabakh War, and recent events in Ukraine all 
represent examples of how dangerous digital exhaust can be in the wrong hands.

During the Bellingcat Study, a handful of amateur Internet sleuths crowdsourced information 
largely comprised of the Russian military’s digital exhaust to provide decisive evidence that 
Russian forces had shot down Malaysian Airlines Flight MH17 in July 2014.31 The Bellingcat 
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group, led by Eliot Higgins, used online videos and photographs to identify the specific Buk 
anti-aircraft missile that had shot down MH17.32 It then collected a number of videos and 
photographs of the Buk that enabled it to plot successfully a timeline and geographic trail 
of its movements from Russia into Ukraine which proved Russia’s culpability in MH17’s 
destruction.33 The discovery forced Russia into a losing battle with the Bellingcat group to 
control the narrative surrounding the MH17 incident that ultimately resulted in the Russian 
government’s embarrassment.34 The Bellingcat group harnessed the power of social media 
to expose a global power and its army.35 Anyone with a vested interest, state-or civilian-spon-
sored, could employ Bellingcat’s methods against any army, should that army fail to account 
for its troops’ digital exhaust. 

The Second Nagorno-Karabakh War between Armenia and Azerbaijan represents a more 
direct example of digital exhaust exploitation by one state against another.36 Using Turkish 
Bayraktar TB2 drones and Israeli HAROP Loitering Munitions (LM) , Azerbaijani forces dev-
astated the Russian-supported Armenian ground forces through the nearly exclusive use of 
unmanned strikes.37 The cameras inside these drones captured live footage of the bombing 
and the destruction from the strikes, which was then broadcast to both sides by the Azerbai-
janis for propaganda purposes.38 The result was an invigorated war effort by Azerbaijan and 
a gravely deteriorating Armenian will to fight through the constant reliving of events and 
fear of unexpected future drone strikes.39 The kinetic effects of drone strikes are lost lives 
and destroyed equipment, already damaging to the morale of a targeted belligerent. However, 
the ability of the drones to capture live full-motion video (FMV) and immediately broadcast 
this footage to online social media forums create powerful synergies between the kinetic and 
cognitive effects of unmanned aerial systems. Effects from these unmanned aerial systems 
cause both physical and psychological deterioration of their intended prey. Azerbaijan used 
FMV footage to amplify wisely what could be classified as the highly survivable kinetic 
effects of these weapons. Eventually, the Armenian war effort was crippled after a series of 
defeats displayed TB2 drones “literally flying circles near three S-300 sites while waiting to 
strike their targets before doing damage assessment and flying away,” forcing the Armenian 
Army to capitulate rapidly.40

The Russian-backed Armenian Army was powerless to counter the effects of these Turkish 
and Israeli unmanned aerial systems (UAS). Ukraine, with which Russia has been in direct 
conflict since 2014, noticed this.41 In September 2021, Ukraine acquired 24 TB2 drones from 
Turkey to bolster its own efforts against Russia after observing their effectiveness in the Sec-
ond Nagorno-Karabakh War.42 The following month, the Ukrainians deployed the TB2s against 
Russian-backed separatists in Crimea for the first time, damaging a 122mm D-30 howitzer 
in the Donbass region that had previously injured one Ukrainian soldier and killed anoth-
er.43 The Ukrainians followed the Azerbaijan example by using the onboard camera systems 
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to collect and distribute footage of the air strike online.44 The Ukrainian Army employed 
this capability with continuously devastating effect after the Russian invasion in February 
2022. While this is the most recent example of lessons from the Second Nagorno-Karabakh 
War’s proliferation, it likely represents an early look at how future wars may be fought.45 
This deadly combination of conventional weaponry and narrative shaping tools represents a 
dangerous threat for states that fail to develop methods for controlling digital exhaust such 
as drone footage of engagements, especially battlefield losses.

BULK DATA COLLECTION AND SALES
Bulk data collection refers to the mass collection of personal data gathered by social me-

dia companies and other website managers.46 As users browse websites and services that 
require them to accept “informed consent” agreements coupled with the proliferation of 
Internet of things (IoT) devices when creating or linking personal accounts, the providers 
and creators of these services collect bulk data from their browsing patterns.47 Two types of 
research typically employ these data: academic and marketing.48 Marketing research prac-
tices in particular represent the greatest threat from bulk data collection, as this type of 
research usually involves the construction of personalized profiles of each individual user to 
monitor and record that person’s likes, dislikes, interests, purchases, media preferences, and 
a variety of other traits.49 While almost all web browsing generates bulk data, social media 
websites represent the prime collection ground for these data as they offer a look into not 
only a person’s preferences, but also who they associate with, social movements with which 
they identify , and their personal beliefs. 

This process, defined as “microtargeting” by MAJ Jessica Dawson,50 represents a gold mine 
from a marketing perspective, as companies can use these data to construct carefully tai-
lored advertisement intended to lure consumers into viewing and purchasing their prod-
ucts. However, from a security standpoint, microtargeting represents a potential narrative 
nightmare, as it offers anyone with access to this detailed profile information a roadmap for 
how best to propagandize messages in a way that will convince its target audience to adopt a 
desired perspective.51 The Cambridge Analytica case demonstrates the potential for influenc-
ing operations based on the “digital exhaust” of users in the form of bulk data intentionally 
used to microtarget for the purpose of influencing “likely voter” decisions.52 Both civilians 
and military personnel are vulnerable to microtargeting practices regardless of their social 
media use because, “even if an individual does not have a Facebook account, Facebook has 
a shadow account for them, collected from friends’ phones, contacts lists, and emails as well 
as data Facebook itself purchases.”53 Usually, the only significant barrier to accessing these 
data is a licensing fee, meaning foreign adversaries can easily acquire them for nefarious 
purposes. 
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The same adversaries may also be able to amplify their microtargeted messages to a large 
audience of military personnel and civilians using “a relatively novel and increasingly 
dangerous means of persuasion within social media,” which Lt Col Jarred Prier calls “com-
manding the trend.”54 This method involves using bot-driven, falsified swarms of activity or 
“views” to manipulate the algorithms that social media sites use to “analyze words, phrases, 
or hashtags to create a list of topics sorted in order of popularity.”55 This activity swarm in-
creases a page’s visibility and its likelihood of being clicked and shared by convincing social 
media algorithms that a topic is growing in popularity, prompting the algorithm to promote 
it on trending pages.56 Algorithms do not verify the authenticity of stories before promoting 
them, nor do they verify the credibility of the users who share them. While some compa-
nies have begun modifying their algorithms and attempting to find countermeasures to bot 
swarms, the reality remains that by the time a topic has reached the trending page it has 
already spread beyond containment.57 Narratives promoted in this manner that are harmful 
to Army interests could prove dangerous and impossible to control.

POLICY SUGGESTIONS
As Joint Chiefs of Staff Chairman General Mark Milley has argued, strategic competitors’ 

increasing capability to “fight the US through multiple layers of stand-off in all domains” 
means that a “doctrinal evolution” of the American way of war is necessary.58 The lessons 
demonstrated in conflicts in Ukraine, Iraq, and Armenia suggest that narrative victory is 
growing in importance and a continual trend in the future.59 The doctrinal adjustments nec-
essary for the U.S. Army to fortify itself properly for this changing dynamic of warfare will 
likely be complex and take time to implement, but they will be essential to victory in future 
conflicts. The Army is probably the greatest modern conventional warfighting force, but it 
will need to bolster its ability to shape narratives surrounding conflicts in which it becomes 
involved to ensure that its conventional victories translate into strategic success. 

The modern soldier must become conscious of his or her role as General Krulak’s “strate-
gic corporal,” straddling the line between warfighter and diplomat.60 In addition to combat 
capabilities, a soldier must be well-trained for decision making, problem solving, and posi-
tive cultural interaction.61 Soldiers must be prepared for the eyes of the world on social media 
to scrutinize any and every action they take. The fate of Army morale and its reputation in 
the global court of public opinion hinges on the individual warfighter’s ability to project a 
positive image of the Army to further the nation’s strategic objectives. It is worth emphasiz-
ing that this does not represent a call for any lowering in priority of traditional combat skills 
and training; it is rather a call to elevate the importance of cultural and linguistic training 
as well as social media literacy.62 Basing warfighter evaluations on both combat ability and 
social skills represents one way of honing these skills among Army personnel. 
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Signature management vulnerabilities present significant risks to operational security 
(OPSEC). Improving signals management strategies has been identified as a crucial step in 
advancing the U.S. Marine Corps’ (USMC) contemporary warfighting capabilities for future 
conflicts.63 The Army should afford signature management the same importance. Addressing 
these risks demands a prompt solution to the problems of physical infrastructure and the 
digital exhaust of personnel. The primary threat in the physical domain comes from Chi-
na’s 5G-infrastructure proliferation through its Belt and Road Initiative.64 Using NATO as a 
“forum for collaboration” and expansion of US owned and operated 5G infrastructure is an 
optimal potential solution.65 While this initiative will likely require significant investment in 
5G-technology development and construction, the US could employ these technologies and 
their distribution as a diplomatic tool for strengthening relationships with existing allies or 
building new relationships with potential strategic partners. The Army and NATO operations 
in allied regions would also enjoy the benefits of US owned 5G systems: safe, trusted, and 
secure communications technology that would fully support the OPSEC of US joint and coa-
lition forces.

Digital exhaust control may be more difficult to accomplish. The Army’s ban on the use 
of personal communication devices on the battlefield is a constructive step, as it helps pre-
vent the possibility of telecommunications interception, movement tracking using mobile 
device signals, and exposure to enemy disinformation that might demoralize or misinform 
soldiers.66 Taking steps to mask deployment information such as supply purchases that may 
leave physical or digital paper trails should also be a priority. Purchasing supplies through a 
third-party or “middle-man,” buying supplies in smaller quantities rather than in bulk and 
sending supplies to deployment zones with warfighters rather than shipping them directly 
there separately all represent potential solutions. To address online propaganda campaigns 
such as those seen in the second Nagorno-Karabakh War and Ukraine, the Army might con-
sider using trend hijacking techniques such as bot swarming, as detailed by Prier, to bury 
adversaries’ social media campaigns.67 The Army needs to develop tactics, techniques, and 
procedures (TTPs) that mirror the informational effects demonstrated by the TB2 Bayraktar’s 
successes in both the second Nagorno-Karabakh and Ukraine conflicts. TTPs that enhance 
the synergies between powerful kinetic and psychological effects stemming from these plat-
forms. Furthermore, worth considering is the recruitment of existing social media influenc-
ers to help promote the Army’s narratives, encouraging warfighters who demonstrate social 
media proficiency to become a new breed of battlefield correspondent, or the establishment 
of a U.S. Information Agency similar to the one created by President Eisenhower in 1953 to 
address US influence strategy during the Cold War. Israel’s efforts to recruit young, tech-sav-
vy, female social media operatives from existing Israeli Defense Force (IDF) units represents 
a notable success in this area.68 
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The Army’s approach to bulk data sales and collection must respect the limitations put in 
place by the Fourth Amendment to the U.S. Constitution. For this reason, direct collection 
of data on American citizens for the purpose of microtargeted narrative construction is not 
a possibility. Rather, as MAJ Dawson69 suggests, it may be useful for the Army to establish 
limits on data collection through cooperation with social media companies. The prevention 
of data collection from accounts owned by service members and their families represents a 
good starting point.70 The encouragement of more stringent limits on obtaining these data 
from social media companies and the permitted uses of the data also represents a potential 
point of collaboration between the Army and social media corporations.

CONCLUSION
As the U.S. Army prepares for future conflicts, it becomes increasingly critical to consider 

the demonstrations of narrative power from the past and those unfolding in the present day. 
Winning future conflicts will mean winning narrative conflicts. To do that, the Army needs 
to adopt appropriate doctrinal changes related to information operations, public affairs, and 
cyber space operations. Tactical actions will shape strategic success, which emphasizes the 
need to train and equip warfighters as ambassadors of the Army’s intentions and good will. 
Words, tweets, TikToks, Instagram posts, drone recordings, and any other microtarget-en-
abling media deemed “view-worthy” are the weapons of narrative conflicts. The Army must 
learn to leverage these weapons and deny them to strategic adversaries. This means limiting 
digital exhaust, cooperating with social media companies to undermine adversaries’ ability 
to target US warfighters and citizens, and establishing a comprehensive public relations arm 
of the Army to promote its narratives on the ideological battleground. As conflict evolves, so 
too must the warfighter. It is time to forge an Army of influencers.  

DISCLAIMER
The views and opinions expressed in this paper are those of the author alone and do not 

reflect the official policy or position of the U.S. Department of Defense (DoD), U.S. Cyber 
Command, or any agency of the U.S. Government. Any appearance of DoD visual information 
or reference to its entities herein does not imply or constitute DoD endorsement of this au-
thored work, means of delivery, publication, transmission, or broadcast.
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ABSTRACT 

State-enabled cyber campaigns are achieving cumulative, strategic effects on the 
United States. A lack of transparency limits offensive cyber capabilities from af-
fecting the cost-benefit decisions of malicious cyber actors. However, recent opera-
tions suggest the United States can positively attribute malicious cyber activities, 
impose significant consequences with offensive cyber force, and translate those ac-
tions into deterrence of specific malicious activities using public communication. 
Persistent, public disclosure is necessary for offensive cyberspace operations to 
deter malicious cyber activities, nested with US strategic guidance, and achievable 
based on recent cyberspace operations. Transparent Offensive Cyber Persistence 
combines persistence with post factum, public disclosure of the justification, tar-
gets, and impacts of offensive cyber force, exchanging information for deterrence 
credibility. This work evaluates its suitability, acceptability, feasibility, and risks. 
Transparent Offensive Cyber Persistence exploits the relative advantages of offense 
in cyberspace to impose costs directly on malicious cyber actors, compel targets to 
defend everywhere, dissuade other actors, set a legitimate narrative of consequenc-
es for unacceptable malicious cyber activities, and shape international norms.

The United States (US) is under constant attack from increasingly capable 
state-enabled malicious cyber actors. The Cybersecurity and Infrastruc-
ture Security Agency  (CISA) reported cyber incidents cost the US economy 
$242 billion in 2018.1 McAfee and the Center for Strategic and International 
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Studies (CSIS) assess most attacks originate from Russia, 
China, North Korea, and Iran who have symbiotic rela-
tionships with malicious cyber actors.2 Cybersecurity 
alone is unable to deter these actors: the US must sig-
nificantly raise their perceived costs. US National Cy-
ber Strategy deters via “the imposition of costs through 
cyber and non-cyber means.”3 U.S. Cyber Command 
(USCYBERCOM) has substantial offensive cyberspace 
capabilities, but the nature of cyberspace has limited 
their deterrent value.  

The US must re-evaluate how offensive cyber force 
complements deterrence strategy. Cyber deterrence 
studies from Congress, the Department of State (DOS), 
and Department of Defense (DoD) produced founda-
tional recommendations grounded in theory and prac-
tice.4 Yet, challenges such as attribution and the risk of 
compromise impede implementation. USCYBERCOM 
adopted the strategic concept of cyber persistence to 
continuously contest adversaries in cyberspace. Gen-
eral Paul Nakasone, Commander of USCYBERCOM and 
Director of the National Security Agency (NSA), said 
that strategic effects “come from the use – not the mere 
possession – of cyber capabilities.”5 USCYBERCOM’s 
persistence concept and recent offensive cyberspace 
operations illuminate new options for offensive cyber 
capabilities in deterrence. Scholars debate whether 
cyber deterrence is feasible and argue USCYBERCOM 
persistence is inherently defensive, but deterrence is 
central to US strategy and malicious cyber actors per-
sist in their own offensive campaigns against the US. 
How can offensive cyber persistent engagement com-
plement US cyber deterrence strategy?

Persistent, public disclosure is necessary for of-
fensive cyberspace operations to deter malicious cy-
ber activities, nested with US strategic guidance, and 
achievable based on recent cyberspace operations. The 
concept of transparent offensive cyber persistence com-
bines cyber persistent engagement with calculated, 
post factum disclosure of operations information to 
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influence the cost-benefit decisions of malicious cyber 
actors. This will shape international behavior by de-
terring the scope and aggressiveness of malicious cyber 
activities and encouraging like-minded allies to act in 
kind. Transparent offensive cyber persistence is based 
on deterrence theory, intragovernmental recommenda-
tions for cyber deterrence, scholarship, and observations 
from US and European law enforcement responses to 
malicious cyber activities, including US elections secu-
rity interference, DarkSide, Trickbot, and Emotet. This 
work describes the strategic problem of malicious cyber 
activities, a framework for cyber deterrence with offen-
sive cyberspace capabilities, US strategic guidance, and 
the concept of transparent offensive cyber persistence 
and then analyzes this concept and its implications. 

THE STRATEGIC PROBLEM OF MALICIOUS 
CYBER ACTIVITIES

State and non-state actors employ cyber activities to 
subvert US power and asymmetrically erode US com-
petitive advantages. Emily Goldman argues that the 
US is facing a crisis, losing ground in cyberspace as 
the volume, diversity, and sophistication of threats in-
creases and shifts from exploitation to disruptive and 
destructive attacks.6 State-enabled malicious cyber ac-
tivities include espionage of intellectual property, sanc-
tioned cybercrime to fund illicit activities and degrade 
strategic competitors, covert influence campaigns, and 
disruptive attacks on critical infrastructure. General 
Nakasone describes the stakes:  

Today peer and near-peer competitors operate 
continuously against us in cyberspace. These 
activities are not isolated hacks or incidents, but 
strategic campaigns. Cyberspace provides our 
adversaries with new ways to mount continuous, 
nonviolent operations that produce cumulative, 
strategic impacts by eroding U.S. military, eco-
nomic, and political power without reaching a 
threshold that triggers an armed response.7
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Operating costs and risks for malicious cyber activity are low while pay-offs are substan-
tial. British consulting firm Deloitte estimated monthly cyber-criminal enterprise operating 
costs for a campaign with multiple tools falls between $544 and $3,796.8 Conversely, the 
Federal Bureau of Investigation (FBI) calculated $4.1 billion in thefts from the American 
public in 2020, averaging over $5,000 each incident.9  Commercialization trends make more 
tools more available at lower costs. But malicious cyberspace activity benefits from more 
than cost-efficiency. Chris Demchak explains the design of cyberspace provides malicious 
cyber actors five advantages: choice of scale, ability to act from any proximity, access to tools 
with desired precision, surprise and reuse inherent in the deception of tools, and the ability 
to avoid retaliation from opaqueness in origins.10 FBI Director Christopher Wray said “we’ve 
got to change the cost-benefit calculus of criminals and nation-states who believe they can 
compromise US networks, steal US financial and intellectual property, and hold our critical 
infrastructure at risk, all without incurring any risk themselves.”11 The US can raise costs 
using offensive cyberspace operations. 

CYBER DETERRENCE FRAMEWORK 
Deterrence theory implies the threat of consequences will discourage actors from conduct-

ing malicious cyber activities against the US. Joint doctrine explains deterrence will “prevent 
adversary action through the presentation of a credible threat of counteraction.”12 Offensive 
cyber forces – USCYBERCOM – may deter malicious cyber actors by creating the expectation 
that retaliatory costs will exceed the benefits of malicious cyber activities. Intragovernmen-
tal recommendations for such a strategy have emerged over the past several years.

Congressional, DOS, and DoD advisory groups published recommendations for offensive 
cyber deterrence. The 2020 US Cyberspace Solarium Commission concluded cyber deter-
rence requires clear communication of consequences, costs that outweigh perceived ben-
efits, credibility of capability and resolve, escalation management, the ability to attribute, 
and a policy for when to “voluntarily self-attribute cyber operations … for the purposes of 
signaling capability and intent to various audiences.”13 DOS stressed malicious cyber actors 
must be certain they will face consequences and the need for a range of swift, transparent 
consequences for significant cyber incidents combined with tailored public and private com-
munications, improved attribution, direct targeting of cyber actors, interagency planning 
to manage escalation, and coordinated reprisal with international partners.14 DoD’s 2017 
Task Force on cyber deterrence proposed tailored, scalable deterrence campaigns of coun-
tervailing costs targeting what malicious cyber actors value using multiple instruments of 
power, explicit or implicit (by precedent) communication of the capability and will to re-
spond, investments in attribution, and risk management of unintended effects, escalation, 
tool compromise, and other policy objectives.15 This Task Force predicted deterrence posture 
will lead to cyber norms and declaratory policies important for international legitimacy, 
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a better alternative to cyber arms races. Government recommendations encapsulate many of 
the underlying theories and challenges debated among scholars.

Scholars debate the feasibility of deterrence in cyberspace below the use-of-force threshold 
and articulate consistent themes on what cyber deterrence must address. Nye says cyber 
deterrence depends on perception, must address attribution, uncertainty, and escalation 
risks, and should consider costs in terms of entanglement and norms.16 Goodman contends 
real-world examples demonstrate cyber deterrence is viable but concedes challenges include 
attribution, contestability (resulting from anonymity), scalability, a lack of reassurance, es-
calation, and clear signaling.17 Conversely, Fischerkeller and Harknett argue the uniqueness 
of cyberspace makes deterrence infeasible below the use-of-force threshold, observing that 
continuous interactions encourage stable, agreed competition.18 Taddeo reasons deterrence 
is limited by the dynamic, ambiguous nature of cyberspace conflict regarding attribution, 
credible signaling, escalation, uncertainty of effects, and proportionality.19 Goldman says 
deterrence theory no longer explains continuous cyber engagement because there is a par-
adigm shift underway demanding development of persistence concepts.20 Attribution, cred-
ibility, clear communication, scalability, environmental uncertainty, misperceptions, esca-
lation risk, risks of compromise, unintended effects, and the question of norms are themes 
pervading scholarship debate on cyber deterrence. This intersection of government and 
scholars’ recommendations provides a useful framework.

Effective deterrence requires capability, credibility, and communication. Capability is the 
power to project targeted, proportionate, and scalable cyberspace effects that impose signifi-
cant costs. Credibility means malicious cyber actors believe there is  capability and the resolve 
to use it. Communication is the mechanism to clearly signal intent to impose consequences for 
specific malicious cyber activities (below the use-of-force threshold) to target audiences. 

Critical enabling capabilities are attribution, intelligence, and operations capacity.21 Attri-
bution is the ability to trace malicious cyber activities to a malicious cyber actor in sufficient 
degree to enable targeted reprisal, despite obfuscation and anonymity in cyberspace. Intel-
ligence support enables cyberspace attribution, assessments of effects and reactions, and 
identification of malicious cyber actor interests and perceptions. Operations capacity implies 
the ability to plan, employ capabilities, and communicate to influence malicious cyber actor 
decisions, while mitigating risk and building international support and legitimacy. 

The primary challenges, or risks, of cyber deterrence are compromise, unintended effects, 
and escalation. Compromise is the unintended disclosure of sensitive cyberspace capabilities 
and vulnerabilities or intelligence sources and methods. The inherent uncertainty and volatili-
ty of cyberspace makes operations susceptible to unpredictable effects and both ambiguity and 
manipulation of perception. Escalation includes unintended adversary responses that intensify 
conflict. Transparent offensive cyber persistence addresses each component of this model to 
raise expected costs for malicious cyber actors while nesting within US strategy.
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A STRATEGIC APPROACH
President Biden’s Interim National Security Strategic Guidance identified a national pri-

ority to “deter and prevent adversaries from directly threatening the United States and our 
allies.”22 His guidance describes malicious cyber actors held accountable through propor-
tionate costs and, with allies and partners, shaped global norms in cyberspace.23 The 2018 
National Cyber Strategy explains that the “United States will formalize and make routine 
how we work with like-minded partners to attribute and deter malicious cyber activities 
with integrated strategies that impose swift, costly, and transparent consequences when 
malicious actors harm the United States or our partners.”24 In summary, a strategic objective 
for offensive cyber deterrence is: a transparent system of US allies and partners that imposes 
proportionate consequences on malicious cyber actors to reinforce and shape global norms 
in cyberspace.

In practice, the US has imposed swift, costly, and transparent consequences outside of 
cyberspace for certain malicious cyber activities. The Department of Justice (DOJ) recently 
announced an indictment of four Chinese nationals for malicious cyber activities targeting 
the US and its allies.25 In April 2021, the Department of Treasury (USDT) retaliated for the 
SolarWinds attack with broad financial prohibitions on specific companies and individuals 
in the Russian defense and technology sector.26 Similarly, reprisals against Russian cyber-en-
abled interference in the 2018 and 2020 US elections included criminal indictments disclos-
ing significant intelligence on Project Lakhta and economic designations against the Internet 
Research Agency that revealed 15 names and specific activities.27 US economic and legal 
reprisals divulged surprising details on the individuals, companies, and specific activities 
of malicious cyber actors.28 This suggests that without compromising sensitive intelligence, 
the US can declassify and release sufficient information to attribute malicious cyber actors 
and describe their activities publicly. Yet, there are few public details of USCYBERCOM’s 
offensive actions to impose costs on malicious cyber actors.29 

USCYBERCOM does not discuss offensive cyberspace operations details. According to Gen-
eral Nakasone, cyber persistence empowers USCYBERCOM “to compete with and contest 
adversaries globally, continuously, and at scale, engaging more effectively in the strategic 
competition that is already under way.”30 General Nakasone’s 2019 statement to the Senate 
Armed Services Committee explained USCYBERCOM imposed costs and “changed [Russia’s] 
risk calculus for future operations.”31 In 2020, the Director of National Intelligence declas-
sified intelligence assessing Russia “did not make persistent efforts to access election infra-
structure, such as those made by Russian intelligence during the last US presidential elec-
tion.”32 A defense article reported USCYBERCOM conducted over 2,000 operations defending 
the 2020 elections.33 This indicates US cyberspace operations deterred specific malicious 
cyber activities targeting the elections, but the contribution of offensive cyber capabilities 
remains classified. 
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In contrast to announcements from DOJ and USDT, there was insufficient detail to under-
stand the impacts and targets of offensive cyberspace operations defending US elections. 
One reason to limit transparency in cyberspace operations is to minimize the chance of 
revealing intelligence or capability. But limited transparency also restricts information mali-
cious cyber actors need to recognize the threat that US cyberspace capabilities pose to their 
interests. Despite the secrecy, the scale, and stated successes of USCYBERCOM operations 
provide two important observations. The first is that USCYBERCOM can design and deliver 
effects with offensive cyber capabilities without risking, or with acceptable risk of, the expo-
sure of sensitive tools or methods. The second is that USCYBERCOM’s concept of persistent 
engagement has the power to generate multiple options to impose costs on malicious cyber 
actors in cyberspace. Given such a capability, how important is transparency?

Transparency enables the communication required for deterrence credibility. Transparency 
via public disclosure attributes specific malicious cyber activities and describes their conse-
quences, communicating a clear threat for unacceptable behavior. This message demonstrates 
the US ability to impose significant costs on malicious cyber actors and the resolve to respond 
to certain types of malicious cyber activities. This basic concept is built on the framework of 
deterrence theory, government recommendations, and scholarship precepts. Not only is offen-
sive cyberspace operations transparency achievable but, when executed persistently, it builds 
legitimacy and shapes global norms consistent with US strategic guidance.

TRANSPARENT OFFENSIVE CYBER PERSISTENCE
Transparent offensive cyber persistence is a method to complement US cyber deterrence 

strategy with offensive cyberspace operations. Its two driving mechanisms are: (1) disclo-
sure (i.e., transparency): post factum, public announcements stating which activities elicited 
reprisal, the specific targets with their justification, and the effects of the operation; and (2) 
persistence: an offensive cyberspace operation targeting malicious cyber actors’ interests 
(e.g., cyberspace assets) to impose costs appropriate for proportionate reprisal. 

Disclosure exchanges information for the credibility of capability and will. Publicly pro-
viding declassified information creates transparency that demonstrates the imposition of 
steep consequences for certain malicious activities. Transparency supports legitimacy by 
connecting the evidence of proportionate, targeted strikes to the culpability of specific actors 
or assets and their activities which elicited the response. Disclosure is essential to build 
deterrence credibility in a domain of impunity, to demonstrate legitimate reprisal for unac-
ceptable activities, and to shape international norms. 

Cyber persistence is USCYBERCOM’s concept of continuous engagement to shape malicious 
cyber actor behavior. Persistence creates credibility in the US resolve to respond to cyber ac-
tors directly in cyberspace through consistent action. However, persistence alone has margin-
al influence on malicious cyber actor decision-making because of the limited observability 
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inherent in cyberspace. Disclosing cyberspace effects unambiguously communicates capabili-
ty with intent and generates deterrence from persistent engagement. 

Persistence with transparency will clearly communicate the high costs the US will impose 
in response to specific malicious cyber activities and shape international behavior. Consis-
tently focusing on specific malicious cyber activities that threaten national interests, such 
as attacks on critical infrastructure or the integrity of elections, communicates which ac-
tivities are most unacceptable.34 This approach affords the ability to minimize compromise, 
escalation, and misperception and for consideration of information trade-offs in advance of 
an operation. 

ANALYSIS: SUITABILITY, ACCEPTABILITY, FEASIBILITY, AND RISK
This section illustrates how the capability, credibility, and communication of transparent 

offensive cyber persistence shapes a transparent system of US allies and partners that im-
poses proportionate consequences on malicious cyber actors to reinforce and shape global 
norms in cyberspace. It examines the risks of compromise, unintended effects, and escala-
tion, including a brief discussion of implementation risk. It also reviews repercussions for 
ethics, interagency and international partnerships, and USCYBERCOM’s attribution, intelli-
gence, and planning abilities.

Suitability

Cyberspace capabilities are capable of imposing costs that reverse the cost-benefit bal-
ance of malicious cyber activities. CISA reported median per-incident cyber damages range 
from $56,000 to $1.9 million including immediate expenses, lost revenues, and disruptions 
to business function.35 The expectation of reprisal at this scale would provide a powerful 
disincentive for certain malicious cyber activities.36 General Nakasone lauded USCYBER-
COM’s ability to effectively degrade malicious cyber actors and achieve decisive results.37  
Cyber-attacks disrupt operations, impose direct damages, compel expensive recovery and 
replacement measures, and damage reputations (e.g., forcing cover-ups). But what matters 
for deterrence is the expectation of facing those consequences.

Demonstrations of offensive cyber capability must overcome their inherent uncertainty, 
anonymity, and obfuscation to signal capability and resolve. Evan Montgomery’s research on 
emerging military technologies with limited observability suggests capability employment is 
the most unambiguous way to signal a threat.38 Recent law enforcement operations demon-
strate transparency can extract deterrence credibility from offensive cyber capabilities. FBI 
and Europol cyberspace actions accompanied with public announcements generated a deter-
rent effect and enabled the voluntary coordination of cybersecurity partners to collectively 
raise costs for Trickbot, Emotet, and Darkside.39  

A sophisticated operation in late 2020 reportedly disrupted Trickbot, a massive malware 
platform enabling “top-tier cybercriminals” to harvest financial data since 2016.40 Malwarebytes 
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reported a 68% percent reduction in Trickbot activity since the operation.41 Researchers as-
sessed only short-term disruption and concluded meaningful deterrence would require “novel 
solutions” targeting the malicious cyber actors’ own assets to include releasing information 
about the actors and aggressive targeting of Trickbot infrastructure.42 This implies strong de-
terrence requires costs exceeding temporary deactivation – what USCYBERCOM can deliver. 
USCYBERCOM reprisal is necessary to deter resilient actors who have benefitted from years of 
state sponsorship and success. Europol approached this threshold in early 2021.

In January 2021, Europol announced actions across eight countries that severely disrupted 
the cyber infrastructure of Emotet, a notorious access vector for state-enabled actors.43 As a 
disrupter, Emotet may have affected 19% of global networks since 2014 and recently enabled 
successful critical ransomware attacks against hospitals and the mid-2020 targeting of US 
state and local governments.44 Security firm Checkpoint assessed that Europol’s operation 
caused an 80% reduction in infections and 40% decrease in control communications.45 Re-
searchers reported that as a result Emotet became “pickier about who they target” after 
unprecedented adjustments.46 Europol’s operation demonstrates significant costs can have a 
deterrent effect on the scope and scale of malicious cyber activities.

In May 2021, Russian cybercriminal group DarkSide conducted a successful ransomware 
attack against Colonial Pipeline, operator of the largest US oil pipeline. One month later, DOJ 
announced an FBI cyber operation recaptured $2.3 million directly from DarkSide’s crypto-
currency accounts, declaring, “We will continue to target the entire ransomware ecosystem 
to disrupt and deter these attacks.”47 Reportedly, DarkSide suffered infrastructure disruption 
and announced it would stop its ransomware-as-a-service program and avoid public targets, as 
affiliates began to shun its services.48 Trickbot, Emotet, and DarkSide reprisals illustrate how 
to transparently strike back in cyberspace, imposing costs and influencing actors’ decisions. 

Despite Trickbot, Emotet, and DarkSide resilience, law enforcement actions reduced the 
scope and scale of post-recovery activities. FBI and Europol announcements informed affiliated 
actors they can and will be subjected to cyberspace force. When the FBI announced it targeted 
DarkSide, there was rapid behavior change and distancing from DarkSide affiliates to avoid fur-
ther costs.49 In each case, public disclosure demonstrated resolve to impose consequences with 
offensive cyber capabilities, the costs those actions imposed, and the specific activities that 
precipitate them. Stronger deterrence requires costs that exceed temporary disablement. US-
CYBERCOM can impose those costs, and transparency is essential to clearly signal this intent. 

Actions send a clear message of intention, and public disclosure is required to overcome 
perception challenges. Consistent disclosure of offensive cyberspace effects demonstrates 
the capability to attribute and impose costs combined with the resolve to respond to specif-
ic malicious cyber activities. Publishing the costs imposed in reprisal informs both actors 
responsible for targeted assets and parties likely to verify the incident.50 Publicity creates 
reputational costs and reduces the chance for successful downplay, denial, and deception 
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by forcing the adversary to contend with a competing narrative.51 Establishing the initial 
account of events with first-hand knowledge from an operation provides the opportunity to 
link consequences to specific malicious cyber activity and document their scope and scale 
as legitimate reprisal. Persistent, public disclosure of USCYBERCOM offensive cyberspace 
reprisal would significantly increase the credibility of threats to actors who conduct cyber 
activities threatening national interests. It also sets conditions for behavioral norms in the 
international community.

Transparent offensive cyber persistence shapes global norms on responses to malicious 
cyber activities. Norms are common expectations about acceptable behavior. The World Bank 
reports voluntary government alliances develop global norms by bringing issues into public 
discourse when there is strong leadership, accountability, and legitimacy.52 The use of rel-
evant and credible evidence is crucial in building public and political support.53 Public dis-
closure provides a transparent accounting of consequences and specific malicious activities, 
enabling global discourse on unacceptable behaviors and legitimate reprisal. Transparency 
builds trust with the US population and with allies. In his remarks to the European Union in 
2019, Under Secretary of State Christopher Ford explained:

…normative understandings can help anchor the policy choices of responsible states in 
responding to bad behavior in cyberspace — which is what normative regimes do by way of 
compliance enforcement. This issue of consequences is an emerging area of cooperation 
between likeminded states, one that is called for in our National Cyber Strategy.54 

Disclosure leads by example and demonstrates the acceptable use of offensive capabil-
ities for deterrence, encouraging like-minded partners to contribute in-kind. A voluntary 
alliance of like-minded states imposing cyberspace consequences on malicious cyber actors 
will greatly improve deterrence.

The transparency of Trickbot and Emotet operations led to formulations of voluntary alli-
ances to impose consequences. Microsoft coordinated global telecommunications providers 
and others to further disrupt Trickbot, securing court orders for direct disruption.55 The FBI 
also continued reprisal, announcing additional indictments and releasing additional Trickbot 
information in June 2021.56 Europol’s Emotet reprisal also exemplified a security community 
coordinating to impose costs through cyberspace operations, law enforcement, and public 
announcements in eight countries. In his study on deterrence and norms in cyberspace, Tim 
Stevens argues norms-based “deterrence communities” increase the chance of deterrence 
and encourage the exercise of power, emphasizing that global normative frameworks not 
backed with credible force fail to deter non-state actors.57 Publicly holding malicious cyber 
actors accountable facilitates cooperation from like-minded partners and an international 
system that curbs unacceptable behavior, cumulatively raising costs for malicious cyber ac-
tors. The United States can impose significant consequences with offensive cyber capabili-
ties and translate those actions into deterrence with public disclosure to shape global norms. 
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Acceptability

It is possible to disclose the impact of an offensive cyber operation and release intelligence 
regarding targets without compromising tools, methods, and vulnerabilities or intelligence 
sources and methods. Conventional thinking is that disclosure compromises sensitive capa-
bilities. However, FBI, Europol, and USDT announcements demonstrate disclosure can release 
details on costs imposed and specific targets while protecting methods and sources. Further, 
the volume of operations that USCYBERCOM conducted in its defense of the US elections indi-
cate the command’s ability to deliver noticeable effects without compromising capabilities. The 
plausibility of such information is extant in the accesses exposed during the observable effects 
of cyber-attack.58 Therefore, post factum disclosure may reveal little more than the intelligence 
and access compromised already with reprisal. The aforesaid operations indicate it is possible 
to declassify enough intelligence for public attribution that legitimizes reprisal. The transpar-
ency of consistent public disclosure enables additional risk mitigation.

Transparency and persistence mitigate the risks of unintended effects. Cyberspace uncer-
tainty causes unintended effects from misperceptions to unreliable timelines in executing 
operations. Even conventional military power is difficult to assess in advance of a conflict.59  
Persistence reduces this uncertainty through repetitive execution which builds experience 
in the execution and assessment of technical risks. Public disclosure communicates directly 
to target and international audiences the intended effects, targets of an operation, outcomes, 
and which activities provoked reprisal. Consistent disclosure demonstrates the intent to de-
liver targeted responses for certain malicious activities. Persistent demonstration reduces 
uncertainties regarding intentions externally and capabilities internally. Transparency lim-
its misperception.

Consistent public disclosure provides a clear strategic message that reduces the risk of 
escalation. Timely disclosure connects cyberspace effects to malicious activity reprisal as 
(or before) adversary decision-makers learn of the strike. While disclosure attributes actions 
to the US, which aids attribution for malicious cyber actors, it also informs the interna-
tional community. There is risk public exposure will incur accusations of misattribution or 
retaliation for reputational costs, in which case limited or private messaging may be more 
appropriate. Fischerkeller and Harknett note fears of escalation are unwarranted because 
malicious cyber activities already challenge national security and cyberspace competitive 
interaction stabilizes rather than escalates.60 US actions during the Cold War suggest that 
creative uses of the military send strong signals not inherently escalatory.61 Disclosing in-
formation provides the opportunity to ensure observers have sufficient data to assess US 
actions, including evidence of the justification, targets, and actions that reduce opportunities 
for misrepresentation. 

Nothing in transparent offensive cyber persistence compromises the law of armed conflict 
or partnership practices at USCYBERCOM, which will continue to adhere to the principles 
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of necessity, proportionality, and distinction. While there is debate about the military in-
tervening in cybercriminal activity, there is precedence for intervention against non-state 
actors when national interests are threatened, such as counter piracy. Further, it is possible 
to conduct a cyberspace attack on malicious cyber actors’ logical assets while minimizing 
collateral damage to legitimate but unwitting host services. For example, FBI and Europol 
operations remediated bot access, freeing unsuspecting users’ devices from malicious con-
trol without harming their hosts. Close coordination with law enforcement will continue to 
be fundamental in ensuring compliance with international law regarding third parties. Fi-
nally, USCYBERCOM operates closely with interagency partners to vet targets and facilitate 
the review of intelligence equities before releasing any information, minimizing unintended 
effects. Transparency also encourages international partners to assess the actions of USCY-
BERCOM and shape their adoption as international norms. 

Feasibility

USCYBERCOM operations provide sufficient capability to project targeted, proportionate, 
and scalable cyberspace effects of significant cost. Its offensive teams degrade, disrupt, de-
stroy, or manipulate adversary information, information systems, and networks.62 Michael 
Warner provides a describes the progression of USCYBERCOM’s offensive capabilities, which 
disrupted Islamic State social media in 2016, as reaching a “new level” in scale and scope 
during the defense of US elections in 2018.63 Actions defending the US elections in 2018 and 
2020 demonstrate the ability to attribute malicious cyber activities and execute at scale.64 
General Nakasone affirmed USCYBERCOM’s ability to impose tailored costs on malicious cy-
ber actors.65 USCYBERCOM operates a Cyber Mission Force of 6,200 servicemembers includ-
ing offensive forces organized in Cyber National Mission Teams and Cyber Combat Mission 
Teams.66 It has multiple operational headquarters providing planning and coordination ca-
pabilities.67 General Nakasone reported the combined strength of USCYBERCOM and subor-
dinate commands reached 238,000 personnel with other supporting elements across DoD.68 
Disclosure to extract deterrence from existing USCYBERCOM activities may require a mod-
est increase in personnel to support this additional function. However, USCYBERCOM also 
draws from the resources of the US intelligence community to support messaging, effects, 
and attribution.69 In summary, USCYBERCOM has the planning, intelligence, and teams ca-
pable of generating a range of effects suitable for imposing proportionate consequences and 
the resources to attribute malicious cyber activities. 

Risk

Previous subsections discussed the primary risks of compromise, unintended effects, and 
escalation but implementation risk requires elaboration. Implementation risk includes un-
der-delivering attribution or disclosure intelligence and under-producing cyber effects options 
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required for reprisal. Early planning for public disclosure in most offensive cyberspace oper-
ations will maximize future options to enhance deterrence. A campaign of targeted reprisal 
actions will afford the best opportunity to exceed the cost-benefit thresholds of resilient 
malicious cyber actors. Some diversion of resources may be required to develop options for 
public disclosure. Not every opportunity will fit, but even periodic demonstration will pro-
vide important input to adversary decision-making. Interagency coordination to discover in-
telligence equities and political-military risk (e.g., conflict with other policy objectives) will 
remain an important factor in decisions to execute operations and declassify intelligence. 
Ultimately, greater risk lies in allowing malicious cyber actors to continue without imposing 
any significant costs their campaigns of malicious cyber activities that undermine US power. 

IMPLICATIONS
Law enforcement and economic actions are powerful but fail to impose high enough costs 

to deter resolute cyber actors, particularly those outside jurisdictional reach. The FBI and 
Europol demonstrated consequences for major cybercriminals with public announcements 
detailing tangible costs and specific intelligence on the actors. They leveraged successful 
multi-national, public-private deterrence communities targeting cyber criminals without 
compromising sensitive intelligence or capabilities. Yet, cybercriminals have made fortunes 
and benefited from state support, building resiliency to legal and economic measures. Mali-
cious cyber activities targeting critical infrastructure and other interests of national security 
demand higher consequences. When authorized, military power projection in and through 
cyberspace must severely degrade and destroy malicious cyber actors’ assets. Such actions 
will send a strong message that malicious cyber activities threatening national and allied 
interests are not worthwhile. USCYBERCOM efforts may complement whole-of-government 
action, target the most significant malicious cyber actors, and significantly deepen costs for 
activities threatening critical infrastructure, elections, or other national interests. 

Transparent offensive cyber persistence creates opportunities to achieve information ad-
vantage. Information advantage involves securing the initiative over other actors’ behavior, 
situational understanding, and decision-making.70 Using offensive cyber forces to impose 
consequences in a transparent manner exploits the relative advantages of offense in cyber-
space, compelling targets to defend everywhere while discouraging other malicious cyber 
actors. Disclosure seizes the initiative, setting the narrative of legitimate reprisal coinci-
dently with reprisal discovery. It provides a public account of US actions with evidence that 
malicious cyber actors must refute. Publicity reduces actors’ abilities to construct alternate 
stories and downplay consequences. The costs of reprisal can be significant, as discussed 
above, and instigate substantial second order effects from the ensuing investigation and re-
mediation.71 Offensive cyber capabilities are the means to impose costs on actors less suscep-
tible to diplomatic, law enforcement, or economic actions. Additionally, consistency in public 
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disclosure provides the ability to privately message adversaries when it is crucial to demon-
strate restraint or retain the option to escalate reputational costs. Furthermore, transparency 
encourages like-minded allies to also reinforce acceptable behavior in cyberspace. This will 
create a deterrence community with the resolve and capability to raise costs for malicious 
cyber actors.

CONCLUSION
Malicious cyber activities erode the competitive advantages of the US. Malicious cyber 

actors operate with impunity despite economic, legal, and diplomatic reprisals, leveraging 
symbiotic relationships with Russia, China, North Korea, and Iran. Historian and theorist Sir 
B.H. Liddell Hart said, “It is folly to imagine that the aggressive types, whether individuals 
or nations, can be bought off... but they can be curbed. Their very belief in force makes them 
more susceptible to the deterrent effect of a formidable opposing force.”72 The US can influ-
ence the cost-benefit decisions of such actors. It can lead like-minded states to new interna-
tional norms that make cyberspace a costly domain to conduct certain malicious activities, 
such as infrastructure or elections attacks. Transparent offensive cyber persistence provides 
this deterrent framework, combining transparency and persistence. 

Persistent, public disclosure is necessary for offensive cyberspace operations to deter ma-
licious cyber activities, nested with US strategic guidance, and attainable based on recent 
cyberspace operations. Recent operations suggest the United States can positively attribute 
malicious cyber activities, impose significant consequences with offensive cyber capabil-
ities, and translate those actions into deterrence with calculated public communication. 
Whole-of-government cyberspace operations demonstrate consistent action with disclosure 
is likely to deter the scope and aggressiveness of malicious cyber activities. Those operations 
and USCYBERCOM’s limited public record also suggest the significant, additional costs of 
military power projection in cyberspace would greatly influence malicious cyber actor de-
cision-making. Transparent offensive cyber persistence exchanges disclosure for credible 
cyber deterrence, supports US strategic ends suited to offensive cyber capabilities, miti-
gates the risks of compromise and escalation, and demands few additional resources. The 
primary mechanisms of persistence and disclosure implement key intragovernmental and 
scholarship recommendations for cyber deterrence while addressing the unique challenges 
of cyberspace. Consistent and transparent consequences will send a clear threat to malicious 
cyber actors, return the advantages of offense in cyberspace to US strategy, and facilitate 
new norms in cyberspace.

The concept of deterrence will remain as valid as the utility of influencing adversary deci-
sions. The cumulative effect of malicious cyber activities already threatens national security. 
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Some argue persistent strategic competition in cyberspace tends toward stability below the 
use-of-force threshold, but it is unknown if malicious cyber actors are actively attempting 
to cross that threshold. The US must demonstrate offensive cyber capabilities not only to 
influence the cost-benefit analysis of malicious cyber actors. It must also advance discourse 
among allies, promote international norms, upgrade perceptions of US power, and force stra-
tegic dilemmas on malicious cyber actor enablers who seek cost-effective strategies to attack 
the United States.  

DISCLAIMER
The views expressed in this work are those of the author(s) and do not reflect the official 

policy or position of the United States Military Academy, the Department of the Army, the 
Department of Defense, or the U.S. Government.
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ABSTRACT 

The consistent development of information and communication technologies poses 
new ethical challenges for military leaders and policymakers in the fifth domain of 
warfare—cyberspace. This article engages a relatively new ethical framework known 
as Just Information Warfare (JIW) to assess one of the highest profile instances of in-
formation warfare in recent years—Russian interference in the 2016 US presidential 
election. First, we define information warfare and describe how concepts from two 
well-known ethical theories—Just War Theory and Information Ethics—merge to cre-
ate JIW. Next, we analyze Russian military officers' 2016 election interference efforts 
and the corresponding US response through a JIW lens. Finally, we offer three key  
takeaways from our analysis that warrant further thought.
 
INTRODUCTION

US military doctrine revolved around four fundamental domains of warfare, land, 
air, sea, and space, until 2010 when cyberspace, a fifth domain, was official-
ly added.1 The Department of Defense (DoD) defines cyberspace as “a global 
domain within the information environment consisting of the interdependent 

network of information technology infrastructures, including the Internet, telecommuni-
cation networks, computer systems, and embedded processors and controllers.”2 Over the 
past decade, the expansion of cyberspace has forced military leaders to consider the ability 
to control, disrupt, or manipulate an adversary’s informational infrastructure as important 
as traditional measures of military strength. Information and communication technologies 
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increasingly prove to be useful technologies for waging 
war and are revolutionizing military affairs. In addition 
to military leaders, ethicists and policymakers also are 
now compelled to consider how to apply or adapt tradi-
tional ethical theories to this fifth domain.

INFORMATION WARFARE
Information Warfare (IW), properly defined, entails 

the use of information and communication technolo-
gies to breach an adversary’s informational infrastruc-
ture in order either to disrupt it, or to obtain relevant 
data concerning the adversary’s resources, military 
strategies, etc.3 IW differs from traditional warfare in 
basic respects. Traditional warfare is necessarily vio-
lent and involves the sacrifice of human lives and ki-
netic damage to both military and civilian infrastruc-
tures. In contrast, IW enables entities to damage and 
degrade adversaries without physical force or violence. 
While traditional warfare is generally limited to human 
beings and physical objects, IW introduces two new di-
mensions: artificial and non-physical entities. Although 
the lack of violence and the overall non-destructive na-
ture of IW seems to make it desirable from an ethical 
and political perspective, IW’s disruptive nature can se-
verely damage contemporary societies’ information in-
frastructure and lead to dangerous outcomes. Consider 
the following examples from the past decade. 

In June 2015, the US Office of Personnel Manage-
ment (OPM) suffered one of the largest breaches of 
government data in US history after a data breach com-
promised an estimated 21.5 million records. Among the 
compromised records were highly sensitive Standard 
Form 86s (SF 86 – Questionnaire for National Security 
Positions), which are used to document background in-
vestigations of prospective US government employees 
and include personally identifiable information like 
Social Security numbers, names, birthdates, places 
of birth, and addresses. While the motive behind the 
breach remains unclear, the overwhelming consensus 
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is that Chinese government-sponsored hackers pre-
sumably carried out the attack to compile a database of 
US government employees.4

In February 2022, Russia launched a full-scale 
ground invasion of Ukraine. Although this ongoing 
conflict entails the typical physical violence associat-
ed with traditional warfare, Russian-led IW operations 
aim to influence public opinion and damage Ukraine’s 
information infrastructure via cyberattacks. Prior to 
invasion, Russia conducted a long-running misinfor-
mation campaign using state-sponsored media outlets 
and Kremlin-backed online personas to cast Ukrainians 
as the perpetrators of genocide against Russian speak-
ers in eastern Ukraine. The twofold purpose of said 
misinformation campaign was to justify the invasion 
of Ukraine and to paint NATO-affiliated countries as 
aggressors in the conflict.5 In addition to their misin-
formation campaign, Russia coupled cyber and kinetic 
military operations for their initial invasion and contin-
ue to coordinate cyberattacks to steal information and 
degrade Ukrainian capabilities.6

JUST WAR THEORY
Ethical analyses of war typically follow three main 

paradigms: Just War Theory (JWT), Pacifism, or Real-
ism. JWT is an ethical framework studied by military 
leaders, ethicists, theologians, and policymakers that 
focuses on providing justifications for how and why 
wars are fought. Rather than use the framework to jus-
tify “good” military actions, JWT often serves as a struc-
tured method for assessing the morality of actions in 
war. Traditional JWT is divided into two sets of princi-
ples: jus ad bellum (“right to go to war”)—the morality of 
initiating war, and jus in bello (“right conduct in war”), 
which focuses on the morality of conduct within a war,7 
as more fully described in the next two paragraphs. 

Jus ad bellum typically consists of the following six 
principles: just cause, legitimate authority, right inten-
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tion, reasonable prospects of success, proportionality, and last resort.8 Just cause requires that 
the reason for going to war must be justified (e.g., self-defense). Legitimate authority indicates 
that only duly constituted public authorities are allowed to wage war. Right intention refers to 
the fact that the entity waging war must actually intend to achieve the established just cause, 
rather than use it as a pretext for achieving a wrongful end. Reasonable prospects of success 
requires that the entity waging war must have some reasonable probability of success. Propor-
tionality indicates that the expected benefits of waging war must exceed its expected evils or 
harms. The sixth and final principle, last resort, requires that there is no less-harmful avenue 
to achieve the established just cause other than war.9

Jus in bello includes three basic principles: discrimination, proportionality, and necessi-
ty.10 Discrimination requires that those involved in the conduct of war must always properly 
distinguish between military objectives and civilians, and limit attacks to military objectives. 
Proportionality requires combatants to ensure that collateral harm to civilians is not excessive 
in relation to the military advantage achieved by any act of war. Finally, necessity requires 
combatants to always use the least harmful means feasible in order to achieve any otherwise 
just military objective.11

As the nature of warfare has evolved to include IW, applying JWT principles to modern con-
flicts has become increasingly difficult. This issue mainly arises because JWT typically focuses 
on the use of force in physically violent warfare, and not the cyber domain, where IW engages 
abstract entities. The unconventional nonviolent property of IW complicates core JWT concepts 
such as harm, target, and attack. This challenge is widely discussed in existing literature.12 The 
following two sections detail how philosophers address the shortcomings of JWT by introduc-
ing two additional ethical frameworks.

INFORMATION ETHICS
Information Ethics (IE) is an ethical approach that enables the analysis of moral issues from 

an informational perspective. IE follows from the consideration that internet and communica-
tion technologies have radically changed the context in which moral issues arise, requiring 
us to rethink the foundations upon which our traditional ethical positions are based.13 Under 
IE, the moral value of an entity is determined by its contribution to the enrichment of the 
information environment. This environment, also referred to as the infosphere, includes all 
existing things, physical or non-physical, and the relations occurring among them.14 If the 
infosphere seems all-encompassing, that’s because it is. While biocentric ethics are based on 
the moral value of life and the negative value of suffering, IE is concerned with the moral value 
of existence.15 In practice, this implies that the information environment includes a person, a 
person’s computer, and the data on said computer and thus all have moral standing. The bloom-
ing or enrichment of the infosphere is considered the ultimate good, while its corruption or 
destruction is considered the ultimate evil. Any form of corruption or destruction of an entity 
in the information environment is referred to as entropy.16
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Using the key terms defined in the previous paragraph, IE outlines four principles for eval-
uating individuals’ contributions to the information environment.17 These four principles are 
defined as follows:

1.	 Entropy should not be caused in the infosphere (null law);

2.	 Entropy should be prevented in the infosphere;

3.	 Entropy should be removed from the infosphere;

4.	 The flourishing of informational entities and of the whole infosphere should be promot-
ed by preserving, cultivating, and enriching their properties.

These principles are fairly straightforward, which, when merged with those outlined by JWT, 
bring us to the final ethical theory discussed in this article–Just Information Warfare (JIW).

JUST INFORMATION WARFARE
As an ethical framework, JIW merges concepts from JWT with IE to establish necessary and 

sufficient criteria for waging IW.18 JIW hinges on the following three principles defined below:

1.	 IW should be waged solely against entities that endanger or disrupt the well-being of 
the infosphere;

2.	 IW should be waged to preserve the well-being of the infosphere;

3.	 IW should not be waged solely to promote the well-being of the infosphere.

Adhering to the first principle renders the decision to resort to IW morally just. Under this 
principle, any entity that endangers or disrupts the well-being of the infosphere forfeits its ba-
sic rights to flourish or even exist within the infosphere and renders itself a morally just target 
under JIW. This principle empowers actors in the information environment to discriminate 
justly between proper and improper IW targets.19

The second principle gives other actors in the information environment a moral obligation to 
prevent any malicious actor from causing more entropy within the infosphere. In other words, 
IW waged to reestablish the status quo or mend a damaged infosphere is morally just under 
JIW. Under this principle, nation-state actors conducting IW should only be used as an active 
measure to reduce or prevent instances of entropy within the infosphere.20

The third and final principle indicates that IW waged to improve the prosperity of the in-
formation environment is never just. Under the theory of IE, IW is understood as a form of 
disruption. Therefore, by definition, IW is never desirable and should not be used a vehicle to 
foster the infosphere’s prosperity. Instead, IW is only to be considered a necessary evil used to 
combat the uncontrolled increase of entropy within the infosphere.21

It is important to underscore that any actor waging IW must adhere to the principle of pro-
portionality, which may differ from but logically tracts the concept of proportionality in the 
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context of JWT. In both JWT and JIW, proportionality implies that the means of conducting 
warfare must not cause more harm than the military actions addressed or corrected through 
an instance of warfare.22 However, while measuring relative use of force and collateral damage 
is more straightforward in traditional conflict, defining comparative entropy in the information 
environment is nuanced and beyond the scope of our analysis.

CASE STUDY: RUSSIAN 2016 ELECTION INTERFERENCE

Background

In 2016, the Republican ticket of Donald Trump and Mike Pence defeated the Democratic 
ticket of Hillary Clinton and Tim Kaine in what many consider one of the greatest upsets in 
US election history. Beyond this point, the 2016 US presidential election was also a significant 
instance of Russian election interference. Since 2016, details of Russian interference efforts 
have come out in drips and drabs, with information revealed in memoranda released by intel-
ligence agencies, court documents filed by Special Counsel Robert Mueller, testimony from 
Trump associates, and investigative news reports.23 In 2020, the Senate Intelligence Commit-
tee released its final report, a nearly 1000-page document that details Russia’s aggressive IW 
tactics used to influence the outcome of the election.24 The US Intelligence Community (IC) 
ultimately concluded that the Russian interference centered around three goals: damage the 
Clinton campaign, boost the Trump campaign, and sow distrust in American democracy over-
all. To accomplish their goals, Russian IW efforts focused on three basic tactics: probing state 
voter databases, hacking the Democratic campaign and its committees, and spreading false 
propaganda on social media.25

The IC concluded Russian hackers did not alter actual votes during the 2016 election, but evi-
dence suggested pre-election attacks on voter registration systems in at least 21 states. Reports 
indicate that the hackers stole information on approximately 500,000 voters from an unnamed 
state’s database, to include names, addresses, birthdates, driver’s license numbers, and partial 
Social Security numbers. It remains unclear what the Russians did with this compromised 
information.26

Beyond their attacks on US voter registration systems, Russian hackers also successfully 
accessed several restricted Democratic campaign systems by sending phishing emails to var-
ious Clinton campaign staffers and volunteers. Camouflaged as Google security notifications, 
phishing allowed the hackers to access several notable campaign members’ accounts, includ-
ing chairman John Podesta, and steal tens of thousands of emails. The emails were then re-
leased during the run-up to election day to create repeated negative news cycles for the Clinton 
campaign. The hackers also used very similar tactics to attack the Democratic Congressional 
Campaign Committee and the Democratic National Committee.27
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While the first two tactics described above are considered as traditional cyber-attacks, Rus-
sians also utilized digital influence operations to interfere with the election. As one of the more 
subtle IW approaches, Russian hackers developed troll factories (i.e., entities employing perso-
nas who post comments on social media reinforcing misinformation) and bots (i.e., programs 
that send out messages automatically in response to the appearance of a keyword) that incite 
division among the electorate. Prior to the election, Russia employed troll factories and bots to 
post controversial content divisively covering topics such as the Black Lives Matter movement, 
immigration, and gun control. There is also evidence of Russian groups buying and frequently 
posting political ads derisive of the Clinton campaign.28

In response to the findings on Russian election interference, the US government has taken 
steps to protect against foreign IW tactics and imposed punitive measures upon Russia. Imme-
diately following the 2016 election, then Director of National Intelligence Dan Coats led the ex-
pansion and permanent establishment of “election-security task forces” at the FBI, DHS, NSA, 
and U.S. Cyber Command (USCYBERCOM).29 In 2018, a federal grand jury indicted 12 Russian 
military intelligence officers for interfering with the 2016 election (see Figure 1).30 

Figure 1: Russian Officers Wanted by the FBI31

In 2019, the US issued economic sanctions against Russians involved with the Internet Re-
search Agency, an organization that manipulates social media for misinformation purposes, as 
a warning against foreign interference in US elections.32
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ANALYSIS

Russian Actions

When analyzing Russian election interference efforts from a JIW perspective, this clearly was 
an instance of unjust IW due to violations of principles I and II. Again, principle I limits just 
acts of IW to only those directed at entities that endanger or disrupt the well-being of the info-
sphere. There is no documented record of US-sponsored IW against Russia; the US has never 
acted tantamount to forfeit its rights within the infosphere, thereby targeting the 2016 election 
was morally unjust under JIW. Furthermore, principle II dictates that actors in the information 
environment only wage IW in order to preserve the infosphere’s well-being. Having stolen sen-
sitive US voter information, Russian hackers introduced an enormous amount of entropy to the 
infosphere. Additionally, by leaking campaign members’ private emails and spreading major 
misinformation campaigns via bots or troll factories, Russian actions clearly disrupted the in-
formation environment. Such entropy-increasing actions seriously undermined the well-being 
of the infosphere and created chaos so as to further Russia’s political agenda, which further 
qualifies Russian election interference as an unjust instance of IW.

US Actions

By analyzing the US response to the Russian election interference under the same frame-
work, we conclude that US actions comported with JIW. Russia clearly forfeited its basic (i.e., 
principle I) rights in the infosphere, thereby exposing itself as a just target of IW. Indeed,the 
US, as a significant actor within the information environment, was morally obligated to count-
er Russia’s efforts and prevent state-sponsored hackers from further perpetrating entropy in 
the form of IW. US leaders fulfilled this obligation by taking a defensive approach to IW. Con-
sistent with principle II, the US response sought to reduce Russian IW-caused chaos within 
the infosphere, specifically with major steps to improve election-security and leveraging legal 
measures or economic sanctions to more effectively deter Russian IW. The most recent US 
presidential election perhaps serves as evidence that these efforts are working, as there were 
no major findings of successful IW attacks.

CONCLUSIONS
Ultimately, our work suggests three main takeaways. First, traditional ethical theories or 

frameworks do not often apply directly to the cyberspace realm. Second, election interference 
is becoming an IW vulnerability that democratic countries must safeguard against. Third, JIW 
provides a relatively new and useful ethical tool for analyzing instances of IW.

Analyzing IW through the lens of JWT confirms that cyberspace poses unique challenges in 
applying traditional ethical frameworks. As previously indicated, IW seldom involves physical 
violence, which renders gaging the proportionality of IW attacks and subsequent counterat-
tacks more challenging. IW can include but does not require attack by uniformed soldiers, and 
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countries often unofficially sponsor underground hacking groups, blurring the line between 
combatants and non-combatants. Attribution poses yet another hurdle in cyberspace warfare; 
hackers are extremely effective in terms of disguising themselves, making it hard even to iden-
tify potential targets of counter-IW.

Given the growing complexity of cyber-attacks, election interference is now an extremely 
relevant form of IW that countries must protect against. Elections form the basis of democratic 
legitimacy; therefore, it is essential that the citizens of democratic nations feel fully confident 
in their results. Countries such as the US are taking extra steps to defend against election 
interference, specifically by establishing election-security task forces. There also is a need to 
ensure that international law is kept current with the increasingly sophisticated technology 
that facilitates foreign election interference.

Indeed, JIW can serve as a useful tool for gaging the ethics of waging IW. Through using JIW 
to analyze the election interference and corresponding responses, we reveal that many ethical 
solutions exist in this space. For instance, the US could have undertaken other just actions in 
response to Russian election interference. The JIW framework is one helpful tool for govern-
ment leaders and policymakers, who must continue to consider moral justifications for IW 
when enforcing international law.   

DISCLAIMER
Views expressed here are those of the authors and do not reflect the official policy or posi-

tion of the United States Military Academy, the Department of the Army, or the Department 
of Defense.
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ABSTRACT 

Cyber warfare is an emerging type of conflict threatening international establishments 
such as international humanitarian law and the norms guiding interactions between 
states. Currently, with no means to slow down their use, the rate at which cyber weap-
ons are being produced and launched between states is growing. One organization 
that can change that is the United Nations. The United Nations possesses several fa-
cilities that make it a powerful tool to address the ever-expanding problem of interna-
tional cyber security. While other options for imposing regulations exist, state govern-
ments should favor the United Nations as the premier platform to address this issue. 
 
INTRODUCTION

Throughout the 21st century, a consensus of academics and policymakers agree 
that the continuing power and significance of modern cyber weapons threatens 
state norms and international law. Recent cyber-attacks have demonstrated bla-
tant violations of international humanitarian law and the Universal Declaration 

Of Human Rights, as well as less concrete intrusions of national sovereignty. This stems 
partly from a lack of regulations addressing the issue. As of now, there is no interna-
tionally recognized definition for cyber weapons, no specific treaties that regulate them, 
and no means to prevent their use and rapid proliferation. Though there has been much 
discussion regarding different treaties and regulations that could be implemented to ad-
dress cyber warfare, the question of how to implement these policies remain mostly unan-
swered. In other words, there is no present consensus on the means or the venue to discuss 
this problem. As the United Nations is a multilateral body with experience dealing with 
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unconventional weapons, it is the ideal organization to 
address this issue, as it possesses both the means and 
mandate to regulate cyber warfare.

ISSUES WITH CYBER WARFARE

Lack of a Standard Definition

Similar to terms like “terrorism” and “hybrid warfare,” 
it is difficult to define what exactly “cyber warfare” and 
its related terms (“cyber-attack,” “cyber-espionage,” 
etc.) are. In fact, the definition of the word “cyberspace” 
itself is still a matter of debate, with different countries 
and international organizations prescribing different 
meanings in different situations.1 While several propos-
als have been made by states and academics alike, no 
single definition seems to be comprehensive enough to 
fully encompass the issue and to address the concerns 
of most governments.2 

An example of such an attempt to set these defini-
tions as they related to international law is the Tallinn 
Manual on International Law Applicable to Cyber War-
fare. Written in 2013 by a group of twenty international 
experts on the subject, the Tallinn Manual seeks to in-
formally resolve the confusion regarding the regulation 
of cyber warfare.3 The manual itself is made of a set 
of 95 rules that states should follow when conducting 
cyber operations.4 Though this document effective-
ly addresses several points of ambiguity surrounding 
international cyber warfare (including its related defi-
nitions), it functions only as an academic work.5 This 
stipulation makes the document potentially useful for 
the creation of new international definitions and laws, 
but not suitable as a legally binding interpretation of 
international law. 

Without a standard international definition, states 
can modify the meaning of the term “cyber warfare” 
according to their interests.  For example, consider the 
Russian Federation’s definition of an alternate term, 
“information warfare,” which is defined in part as a 
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“conflict between two or more States in the information space with the goal of...carrying out 
mass psychological campaigns against the population of a State in order to destabilize society 
and the government.”6 This definition specifically addresses destabilization, which allows Rus-
sia to label social media posts, news stories, and blogs that oppose the interests of the Russian 
government as information warfare. The Shanghai Cooperation Group (of which Russia is a 
member) maintains a similar definition.7 Critics of this definition of information warfare are 
concerned that it validates state censorship.8 In an effort to sidestep this problem, states steer 
away from terms like “information warfare” and “information security” during international 
discussions on cyber regulations.9

Difficulty Applying International Norms and Laws

The way that cyber warfare relates to the established laws and norms that drive internation-
al relations is still unsettled. States and scholars do not yet know how the ideas of damage, 
sovereignty, and privacy apply to cyberspace. The relationship between cyber warfare and 
the principle of the use of force is chief among these concerns. According to the UN Charter, 
Chapter I, Article 2, Paragraph 4 and Chapter VII, Article 51, state actors can only use force as 
a form of self-defense against an armed attack.10 Without proper international regulations that 
address the status of cyber weapons, states who consider cyber-attacks equivalent to armed 
attacks can justify their use of retaliatory strikes in the name of self-defense. While this has not 
yet occurred or been formally codified, the US has stated that it reserves the right to respond 
to enemy cyber-attacks “as we would to any other threat to our country.”11 Similarly, the North 
Atlantic Treaty Organization (NATO) has declared that it may, under currently undefined cir-
cumstances, consider a cyber-attack against any member state as an armed attack that would 
trigger the organization’s Article V “collective defense measure.”12 Considering that these two 
entities have developed their own definitions for cyber warfare, and that these definitions dif-
fer from those of their competitors’, namely the Shanghai Cooperation Group, there is a possi-
bility that an unresolvable legal debate could erupt from a cyber-attack.

The attribution and identification of attacks are also major issues in cyberspace. Because cy-
ber weapons are designed to exploit vulnerabilities unknown to the target, administrators often 
do not know they are being attacked until it is too late. The secret nature of cyber-attacks also 
makes it challenging, but not impossible, to identify the perpetrators of an attack.13 It is even 
more difficult to address whether the culprit is working with a state government.14 Even after 
a specific group or individual has been identified as the source of an attack, state governments 
can (and often do) deny any affiliation. Such was the case with the WannaCry ransomware vi-
rus. When the US attributed the virus to a member of the North Korean government, the North 
Korean Foreign Ministry promptly replied that the issue “has nothing to do with us.”15 States 
are easily able to deny and avoid affiliation with groups conducting cyber-attacks. This has 
disrupted the idea of deterrence, as retaliation against a state government could be interpreted 
as a first use of force and not as an act of self-defense.
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Ethical Concerns

Several state actors, to include Israel, Iran, and Russia, have started utilizing civilians, pri-
vate businesses, and critical health, water, and electrical infrastructure as targets in cyber 
warfare campaigns. Such a situation occurred in an exchange of cyber-attacks between Israel 
and Iran in the spring of 2020, when both states targeted elements of civilian infrastructures, 
including Israeli water treatment plants and privately owned business systems at Iran’s Shahid 
Rajaee Port.16 A similar incident occurred in December of 2015, when Russian hackers (who 
were possibly linked with the Russian government) launched a cyber-attack against several 
Ukrainian power plants, causing over 200,000 people to lose power.17 State and non-state actor 
use of cyber espionage against civilian targets has also become immensely popular, though 
that practice is beyond the scope of this article.

International humanitarian law dictates that a distinction between combatants and civil-
ians must be maintained in all forms of conflict.18 In certain situations, this can be extreme-
ly difficult, as private infrastructure is usually intertwined and sometimes indistinguishable 
from military targets. Military organizations use the same computers, programs, networks, 
privately owned infrastructure, and cloud service providers as other internet users. In short, 
the dual-use nature of cyber infrastructure can leave civilian targets in the way of dangerous 
cyber-attacks.

OTHER OPTIONS FOR CONFRONTING THE ISSUE

Bilateral Agreements 

Bilateral discussions and treaties play a crucial role in preventing and regulating all forms 
of warfare, including cyber. Whenever a cyber-attack occurs, the first channels used to discuss 
the issue are those established between the target and the perceived perpetrator. Within these 
venues, states can discuss possible resolutions to issues in cyberspace before escalating to 
other means. Additionally, discussions about cyber warfare within these forums allow states to 
gain a clearer understanding about each other's policies and objectives.19

The problem with bilateral agreements is that they, by their very nature, only settle disputes 
between two states. They fail to address the impact cyberspace has had on the world as a whole.20 
Additionally, bilateral treaties tend to be more fragile than larger, multilateral treaties.21 This 
may be because of a lack of additional states and entities providing accountability for state 
actions. As accountability is one of the key concerns for cyber warfare, bilateral agreements 
alone cannot fully regulate the practice of conflict in cyberspace.

Regional Bodies

Regional bodies can help states collectively identify and classify cyber security threats. In 
these larger, multilateral organizations, discussions are centered around the larger, persistent 
security concerns faced by the group.22 Groups like NATO and the European Convention on 
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Cyber Crime are a few examples of organizations effectively defining terms and regulating 
actions in cyberspace.23

There is skepticism within the international community as to how effective a regional body 
can be at accommodating and incorporating the policies of other countries into their frame-
work. While regional bodies are effective at forming a consensus among like-minded parties, 
they fail to resolve conflicting ideas between separate groups, including differing ideas on 
definitions for cyber warfare. Such a concern was voiced by Brazil, China, and India regarding 
the European Convention on Cyber Crime. Though the convention has played a critical role in 
helping to define and regulate specific cybercrimes, these states still fear that the treaty is “in-
herently inapplicable to non-European countries.”24 Despite a lack of evidence to substantiate 
these concerns, with international politics, a country’s perception is often just as important as 
the reality of the situation. Therefore, cyber warfare still needs a global platform where all state 
governments have a chance to impact the outcome.

WHY CHOOSE THE UNITED NATIONS

Bureaucratic Infrastructure and Mandate

Since its foundation in 1945, the UN mandate has and continues to address threats to in-
ternational security, to promote the principles of self-determination and human rights, and to 
become “a centre for harmonizing the actions of nations” as they attempt to do the same.25 As 
cyber warfare is intimately intertwined with each of these issues, the UN’s responsibility to 
address the status of cyber weapons is indisputable.

To fulfill its mandate, the UN Charter establishes a comprehensive infrastructure of different 
subsidiary bodies, referred to in the Charter as “organs,” capable of individually addressing 
specific aspects of multifaceted issues like cyber warfare. The unity of these various organs 
under a single body allows for the standardization, codification, and coordination of terms, 
treaties, and efforts to regulate cyberspace.

The General Assembly

The first and most well-known of these aforementioned organs is the General Assembly. The 
General Assembly is unique in that every member state (and some non-state actors) can par-
ticipate.26 For this reason, during certain parts of the resolution-writing process, the General 
Assembly is considered an equalizer among states of varying degrees of power.27 With such a 
high rate of participation, the General Assembly provides what may be the only platform for 
discussing issues that require international consensus. Given that cyber warfare is an inter-
national issue that bleeds across geography, the General Assembly is well-poised to address 
issues in cyberspace. 

While policy scholars are correct that the resolutions produced by the General Assembly 
are not legally binding,28 these resolutions remain significant in the international community.  
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According to the late Oliver Lissitzyn, a renowned legal scholar, unanimous decisions like those 
made in the General Assembly can represent internationally recognized expectations for state 
behavior.29 Discussions held in the General Assembly are equally invaluable in allowing coun-
tries to express their individual policies for specific matters of security. In effect, the General 
Assembly can clarify common ground between states on matters of cyber security. 

The General Assembly also has the authority to launch studies into security issues like cyber 
warfare.30 Such an action has already been taken by the UN under resolution A/RES/58/32, 
which declared the creation of a Group of Governmental Experts (GGE) to discuss the conflu-
ence of information and communication technology development and international security.31  
Since its first session in 2004, this group has produced several reports detailing concerns for 
interactions in cyberspace, including several of the aforementioned points found in part one 
of this article. These reports have effectively laid the groundwork for future efforts to regulate 
cyber warfare while simultaneously proving that the General Assembly can and has added 
meaningful contributions to the subject matter.

The Security Council

Another organ defined within the UN Charter is the Security Council. Unlike the General As-
sembly, the Security Council consists of five permanent members and ten additional members 
elected for two-year terms.32 The Security Council has the unique capability to pass resolutions 
that all member states are required to follow.33 This allows the Security Council to set legally 
binding precedents for international relations in areas like cyber warfare. Additionally, all ini-
tiatives passed by the Security Council have the full support of its permanent members, as a 
single vote by a permanent member against a resolution will prevent it from being accepted.34   
While this rule can delay the adoption of regulations, it grants the benefit of consensus from 
such major global powers as the United States, China, and Russia, all of which are permanent 
members of the Security Council.35 

The Security Council has the authority to discuss matters that pose a significant and imme-
diate threat to international security and human life.36 Examples of this range from long term 
security situations, such as Iran’s development of nuclear weapons,37 to more specific events, 
such as the Six-Day War in 1967.38 The international community can leverage the powers of the 
Security Council as a means to address situations where bilateralism fails to reduce tensions 
following a cyber-attack.

CONCLUSION
There are some well-founded concerns with using the UN to handle cyber warfare. First 

among these is the simple fact that the UN has failed to prescribe a definition to cyber warfare 
in nearly two decades of addressing the issue. As of now, most of the UN’s efforts in cyberspace 
have been directed towards helping states build up their cyber defense capabilities. However, 
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it is important to remember that developing taxonomies and regulations for weapons systems 
is normally a slow process. The term “weapon of mass destruction” was only given an interna-
tionally recognized definition in 1977 through General Assembly resolution A/RES/32/84,39  
nearly three decades after the term was first used in a UN resolution in 1947.40 The first treaty 
effective at regulating chemical warfare, the Chemical Weapons Convention of 1993, was first 
open for signing almost eighty years after the first use of chlorine gas as a weapon in World 
War I.41

Keeping this in mind, it should come as no surprise that the international community does 
not yet have a mechanism to completely address and counter cyber warfare. It is indeed pos-
sible that it may take the UN another five to ten years of discussion in the General Assembly 
before a definition is finally decided, and still decades more before a comprehensive treaty 
regulating cyber warfare is organized. Nevertheless, this should not dissuade countries from 
taking advantage of the functions and infrastructure that the UN provides.   

DISCLAIMER
The views expressed in this work are those of the authors and do not reflect the official policy 

or position of the United States Military Academy, the Department of the Army, or the Depart-
ment of Defense.
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RECOMMENDATION: Hall of Fame Worthy

EXECUTIVE SUMMARY

Martin Libicki’s Cyberspace in Peace and War (2nd Edition) is a cyberwar strat-
egy masterpiece. At this point in my career, rarely do I read books that are 
so impactful. Readers of Libicki’s second edition will ultimately understand 
almost all aspects of deterrence, the shifting thinking on cyberspace-based 

effects as an element of national power, and whether cyber deterrence is achievable. 
Most importantly, readers will be treated to a sober assessment of “cyberwar” rather 
than predictions of an imminent “cyber-9/11.” This important difference takes the focus 
off preventing a single catastrophic event and instead highlights the increasing complex-
ity of executing cyber operations in a world of digital connectivity. Libicki claims this 
distinction, plus the many actors utilizing cyberspace, causes difficulties in establishing 
deterrence in and through cyberspace. 

The updated edition, which could be used as a textbook, is out of necessity a volumi-
nous work (250,000-words). Libicki attempts to thread the needle between computer 
science and strategy, two enormous individual topic areas made even more complex 
by their interplay. In this undertaking, he masters a complex objective, and this book 
should be read both the IT crowd and by military strategists (due to its non-technical 
approach, this book is accessible to readers without a tech background). For those, like 
myself, interested in the overlap of these two topics, this book is pure delight. 

CDR mBook Review

Cyberspace in Peace 
and War, 2nd Edition 

By Martin C. Libicki

Reviewed by 
Dr. Mark Grzegorzewski
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In the first part of the book, Libicki provides the 
terms of reference for any cyber discussion. By pro-
viding this overview, Libicki allows the reader to un-
derstand what is possible while not allowing their 
imagination from wandering into the fantastical. In 
the second part of the book, Libicki views cyberspace 
through the national security lens, including military 
operations, command and control, and espionage. In 
part three, Libicki focuses on national security strat-
egy, more specifically deterrence. Part III is the larg-
est portion of the book and puts Libicki’s systematic 
approach to strategic thinking on display. In the final 
section of the book, Libicki brings it all together by 
discussing how cyberspace-based effects can be inte-
grated into deterrence, while discussing specific de-
terrence strategies regarding China and Russia.

REVIEW
Cyberspace in Peace and War is broken out into four 

parts (Foundations, Operations, Strategies, and Norms), 
which on their own could be standalone books given the 
level of detail Libicki provides. In part I, Libicki discuss-
es cyberspace foundations, including emblematic at-
tacks; some basic cyber principles; how to compromise 
a computer; cybersecurity as a systems problem; de-
fending against deep and wide attacks; and deterrence 
by denial. These sections force the reader to reconsider 
technology concepts that perhaps had been taken for 
granted (e.g., the distinction between information and 
instructions to computers). Cyber planners and stu-
dents new to the cyberspace literature should read this 
section to better appreciate limitations and possibilities 
in cyberspace. What is possible is tempered by the re-
ality of what is permissible, and part one lays out the 
guardrails on what is technologically feasible, which in 
turn keeps the discussion on cyber strategy from ca-
reening into fanciful ideas of what could be executed in 
and through cyberspace.

Mark Grzegorzewski, Ph.D., is a Resident Senior 
Fellow in the Department of Strategic Intelligence 
and Emerging Technology at the Joint Special 
Operations University, U.S. Special Operations 
Command. He has recently co-edited and contrib-
uted a chapter to a JSOU Press edited monograph 
titled “Big Data for Generals... and Everyone Else 
over 40” and published an article with Cyber 
Defense Review titled “Technology Adoption in 
Unconventional Warfare.” He also recently co-au-
thored a piece in Lawfare titled “Taking the Elf Off 
the Shelf: Why the U.S. Should Consider a Civilian 
Cyber Defense."  
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In part II, Libicki addresses operations that include tactical cyberwar; organizing a cy-
berwar campaign; professionalizing cyberwar; strategic implications of tactical cyberwar; 
the stability implications of tactical cyberwar; and asks if cyberspace is a warfighting do-
main. The theme of this section is that cyberwar’s effects are overstated, which makes sense 
when one scrutinizes what is meant by cyberwar. In terms of how the U.S. conceptualiz-
es cyberspace, a cyberspace operation could either deny, degrade, disrupt, or manipulate 
(D4M) information inside a technological system. Each of these effects are different degrees 
of interruptions and can be scaled and reversed. Therefore, as more information technology 
systems are backed up, upgraded/patched, and made more resilient, cyber operations can 
have lasting effects but the impacts need not necessarily be strategic, nor permanent. This 
nuanced point often gets lost when thinking through cyberspace operations. Many thinkers 
become over enchanted with what can be accomplished in and through cyberspace. These 
remarkable effects are real but also can be reversed with time. Therefore, Libicki concludes 
that most cyber effects are most effective when paired with kinetic effects.

In part III—the real meat of the book—the author unpacks strategies such as strategic cy-
berwar; cyberwar threats such as deterrence and compulsion; the unexpected asymmetry 
of cyberwar; responding to cyberattack; deterrence fundamentals; the will to retaliate; attri-
bution; what threshold for response; a deterministic posture; punishment and holding tar-
gets at risk; cyberwar escalation; brandishing cyberwar capabilities; narratives and signals; 
cyberattack inferences from cyberespionage; and strategic stability. For military strategists 
and political scientists alike, Libicki leaves no stone unturned when examining deterrence. 
For those who ask, why not hack back?, Libicki demonstrates how escalation works in cy-
berspace, and in fact claims that actions in cyberspace are preferable since they do not often 
lead to real world violence. As Libicki claims, in cyberspace, nation-states are playing by Ve-
gas rules. Put another way, in most cases, what happens in cyberspace stays in cyberspace.

In the concluding portion, part IV, Libicki address norms that include the norms for cyber-
space; the rocky road to cyberespionage norms; Sino-US relations and norms in cyberspace; 
the enigma of Russian behavior in cyberspace; cybersecurity futures; and asks what is cy-
berwar good for? Aside from the norms discussion, this section may be the weakest part of 
the book. Nevertheless, it is still a very informative perspective for cyberspace scholar-prac-
titioners. I particularly enjoyed Libicki bringing to the fore that, like the US, both Russia and 
China are still finding their way in cyberspace. Often, the US sees its adversaries as 10-foot-
tall boogeymen who cannot be stopped. In the case of Russia, this impression is often fed 
by a misreading of the so-called Gerasimov Doctrine. In fact, US adversaries are still testing 
and learning in cyberspace, and they are just as vulnerable due to their own exposed attack 
surface. In addition, US adversaries are still developing their own thoughts on how to employ 
cyber effects, meaning it is a test and learn culture that currently limits the occurrence of 
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strategic level cyber effects. The good news from the last section of the book, is that the sky is 
not falling due to US’ adversaries use of cyberspace operations. Therefore, we should under-
stand this as welcome news and update our thinking on the impact of cyberspace-based effects.

CONCLUSION
One minor critique I have of Libicki’s work is a broader general critique of deterrence theo-

ry. Frequently, deterrence theory is broken out into a reductionist formula in which decision 
makers and organizations act rationally, and policymakers do not have gaps in knowledge.  
The risk is that someone new to the cyberspace literature will translate this information 
into a checkbox mentality to “achieve” cyber deterrence. This is not Libicki’s purpose. Rath-
er, Libicki takes pains to highlight the uncertainty undergirding deterrence theory. This is 
demonstrated by the author posing many of his subsections as questions and highlighting 
the limits of what we can know. The other observation is not as much a critique as a caution 
to the reader. Given the technical and high-level strategic focus of this book, it must be read 
very closely. I found myself going back and re-reading several parts of Libicki’s work just to 
make sure I completely understood the argument. This is not due to Libicki’s writing style. 
He does a wonderful job communicating this complex topic. Rather, the reader must make 
sure to completely absorb Libicki’s complex proposals if they are to successfully process the 
book. That is the accumulative nature of the book, and if readers take the time to fully absorb 
Libicki’s cyber deterrence argument, they will not be disappointed.  
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