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The AI Race Winner Will Control AI Impacts on Society

An increasingly urgent debate rages in many circles about the “Artificial Intel-
ligence (AI) Arms Race” rapidly progressing on a global scale. Among many 
unanswered questions, one is of particular interest to the United States (US) 
government: Where does the US stand in this race relative to China? This 

question is critical because the AI Arms Race “winner” will dominate how AI impacts 
myriad aspects of human society worldwide. For the US to lead the AI race, it will require 
a conscious partnership among public, private, and academic sectors, and a strategic 
alignment with our allies. Our relative position as a world leader, our relative position as 
an economic leader, and our standing as a moral force for all people’s good and ethical 
treatment are at risk.

The sheer breadth that AI poses, both to improve and degrade human life, deeply trou-
bles many. A common naysayer vision of AI in the future poses a bleak dystopian picture 
dominated by terminators and bad actors. The high-profile Elon Musk has cast our rapid 
pursuit of developing AI technology as summoning the demon.1 Others on the other side 
of this debate think AI is going to open a new global chapter in which we try to understand 
ourselves better than the outside world.2 Which prophetic vision of AI is most accurate is 
unknown, but what is clear is that AI technology continues to progress. Recently, Google 
announced that its AI model has over one and a half trillion parameters, ousting the pre-
viously most advanced AI, which was Open AI’s 175 billion parameterized GPT-3 model.3  
The AI industry dazzles with its breakthroughs, which are being driven more and more by 
national governments and private companies due to AI’s potential for paradigm advances 
in national security and corporate efficacy.
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Russian President Vladimir Putin dramatically but correctly stated that whichever nation 
wins the AI race will rule the world. The stakes have never been higher. Imagine a world 
where China wins the AI Arms Race and US citizens become as marginalized as the Uighur 
Muslims now are, forcefully held in re-education camps under extreme AI digital surveil-
lance. Are we ready to have a “social credit” system4 instilled for the next generation of 
Americans, where they will have their digital data crumbs captured from birth and fed into 
a national AI engine to predict the probability of dissidence? To Elon Musk’s point of view 
of AI as a source of untold and unimaginable power for the countries that harness it, the US 
winning the AI race is inescapable.

As much of US AI competition resides in China and received their AI basic training in 
North America, we unwittingly have, in fact, armed our AI adversary. Even though the US 
may still hold the advantage as the launching pad for the next generation of AI scientist-sol-
diers, and we are able to stem the brain-drain, the question remains: is that alone enough 
for us to prevail? 

The National Security Commission on AI (NSCAI) lists steps5 the US should take to over-
come the challenge. It also observes that the AI revolution is not a strategic surprise and that 
time is running out. China has, for years, been investing heavily through Venture Capitalists, 
Angels, and Accelerators across Silicon Valley and the Bay area. In addition to poaching tal-
ent from America’s AI armories, we must work together with Venture Capitalists in China, 
like Kai-Fu Lee,6 a Taiwanese-born American computer scientist who obtained his Ph.D. from 
Carnegie Mellon and previously worked at Apple, Microsoft, and Google. Kai-Fu now runs 
Sinovation Ventures with over $2 billion in assets under management, investing aggressive-
ly in the China-based AI unicorn companies. China’s continued heavy investments in AI all 
aims to make China the world’s dominant AI player by 2030. This resolve is formally etched 
into the Chinese Communist Party’s (CCP’s) proposal—approved at the Fifth Plenum of the 
19th CCP Central Committee in late October 2020.7

And what is the US response to this marker? How can we effectively strengthen our trifec-
ta partnerships across domestic technology companies, academic institutions, and military 
agencies? Large federal agencies can help spur on a tremendous amount of economic activity, 
but we must coordinate ourselves properly. How do we enact AI-trifecta policies to unleash 
a flood of federal AI investments and thus catalyze economic development within the US? 
How do we convince professors to work much more collaboratively with leaders from both 
industry and defense agency leaders? How can we better weave AI postdoctoral researchers 
and Ph.D. students into the fabric of our entrepreneurial culture and reinvigorate the Amer-
ican dream? How do we balance AI academic freedom to publish and share breakthroughs 
without unduly compromising intellectual property?

Finally, how can we provide ramps for any American to embark on the AI knowledge jour-
ney? Some have proposed ways to make AI training widely accessible by all in the federal  
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government (see ACT-IAC’s AI Federal Workforce Certification).8 Finding, training, and keep-
ing the next generation of AI work- force talent within the US will help build our AI work-
force, thereby protecting our national AI competitive advantage. With this backdrop in mind, 
the solution to how the US can win the AI race becomes clearer. Allies are critical to winning 
the AI race. From a pure numbers game, which country can match China’s over one billion 
people and speak English? The answer is, not surprisingly, India. Additionally, imagine if 
the US included our European allies and Mexico? Strategic AI relationships built to have our 
partners overseas and nearshore will mark a significant step in augmenting the US in the 
AI Race.

The US should aggressively foster strategic AI relationships with its allies: India, Mexico, 
Canada, Ghana, and the Europe Union, to co-develop AI training, tools, and solutions, and to 
co-host AI summits. Needless to say, no one will call a timeout while the US figures out what 
it wants to do, least of all China, which enjoys the strength, talent, and aspiration to challenge 
US technological leadership, military establishments, and global position, as evidenced by 
China’s citizen surveillance and social credit scoring systems.9 Thus one key to victory in 
the AI race is recognizing the benefits of establishing and nurturing alliances among state 
actors, industry, academia, and free societies. The ingredients for success currently exist, 
but they remain in urgent need of being further strengthened and coordinated. The AI race 
will not be won unless the US acts swiftly to cultivate and resource these synergies. The time 
to strike first, strike hard, with no AI mercy, is now. To do that, we must first understand the 
spectrum of technologies and discipline that fall under the AI umbrella. 

AI Goal – Computers that Mimic Human Intelligence

The AI ecosystem of fields facilitates several tools, such as Generative Adversarial Networks. 
Some compare AI’s field with building artificial animals or persons, or at least something sim-
ilar.10 While there is some contention regarding where to draw the outer boundaries around AI 
is still debated, but most agree that the nucleus of AI is to cause computers to mimic human in-
telligence. AI researchers since the 1950’s have been using the principles that are now known 
as “Machine Learning” well before they were integrated into the AI ecosystem. After decades 
of remaining idle, the more recent and exponential growth in the development and use of AI 
technology today is due to three key factors: (1) cheap computational power (e.g., GPUs) to run 
Machine Learning, (2) Deep Learning algorithms, and (3) heaps of Big Data, a.k.a. the Data 
Deluge, to churn through the models for training and validation purposes.

The keys to winning the AI Arms Race will be a sound grasp of the current AI ecosystem 
and use of AI tools to promote education and address misconceptions. Educational efforts are 
especially critical to assemble diverse groups of thought and opinions and create a culture of 
inclusivity. Diversity is essential because, while AI algorithms are superb at finding patterns 
within high-dimensional vectors of data, and the map f(), AI cannot yet ascribe meaning to 
these maps. Academically trained humans are needed to be “in the loop” to create, monitor, and 
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be held responsible for clarifying the value and the importance of these AI tools. The following 
categories will help explain where AI  is in its Capability Maturity Model (CMM):

1. Artificial Narrow Intelligence (ANI): Machines’ ability to accomplish specified tasks

2. Artificial General Intelligence (AGI): Machines perform previously undefined  
 general tasks

3. Artificial Super Intelligence (ASI)/The Singularity: Machines have AGI capabilities  
 and have achieved self-awareness.

Another reason for the urgent calls to invest in AI education is that the AI Arms Race cannot 
be won solely by the nation with the most advanced AI technology. NSCAI’s publication Techni-
cal Talent in Government, reports that “the Department of Defense (DoD) and the Intelligence 
Community (I.C.) both face an alarming talent deficit.11 This problem is the greatest impediment 
to the U.S. being AI- ready by 2025.” This AI talent deficit can only be addressed by aggressively 
recruiting, training, employing, and retaining the most technically savvy and diverse talent. 
Thus, our competitive advantage largely will be driven by our ability to identify, nurture, train, 
integrate, collaborate with, cultivate, and sustain the next generation of human capital techni-
cal talent. Since we already see AI innovations across all industries, such as healthcare, educa-
tion, finance, science, smart cities, and space, building an educated populace around this tech-
nology will enable us to move effectively to and govern AGI while vigilantly preventing ASI. An 
ASI reality is the point at which the US could lose control of AI from technology outpacing and 
outgrowing what benefits humans. Better understanding AI-related disciplines and research 
obviously includes a rudimentary understanding of the inherent dangers in poorly executed 
AI. Few other technologies for good can affects more catastrophic than poorly implemented AI.

Misguided View That AI Will Explicitly Marginalize People

To better understand AI requires us to examine how it shapes society through the lens of the 
Internet of Things (IoT). Items like wearable computers, smart refrigerators, digital helpers, 
and myriad other sensors integrate our personal data into the Internet. Our data is continuous-
ly being captured, monitored, and analyzed, and thereby perpetually fuels the next generations 
of AI and algorithms. This in turn is accelerating the pace of the AI Arms Race, often with little 
regards for how this process is being adequately vetted to prevent bias and other inaccuracies.

Society’s embrace of AI is no surprise, as researchers worked for the last sixty years, driven 
by the vision of more efficient decision-making machines. With the increase of computational 
power, the utility, sophistication, and prevalence of AI tools have increased exponentially, but 
this progress also has a dark side. In 2009, the Nikon Corporation grappled with this issue 
when its AI-powered digital camera took a picture of an Asian person’s face and asked the pho-
tographer if the subject had blinked. In 2015, Google suffered a very public outcry when it dis-
covered that its facial recognition AI tool had mislabeled a black person as a gorilla.12 Although 
these respective companies have made efforts to address these biases in their AI technology, 
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and other companies have taken these incidents to heart, many problems still exist, especially 
concerning the data used in AI training.

In 2014, Amazon developed an AI tool to automate the evaluation of job applications and 
identify optimal candidates. After a year of using this tool, Amazon realized that women were 
being excluded from hiring results due to the training data. The training data used included 
technology job applications over the past 10 years, most of which were by men, leading the AI 
tool to exclude resumes including the word “women.” Amazon subsequently abandoned this 
AI-based application process in 2017.13 MIT researcher and founder of the Algorithmic Justice 
League Dr. J. Buolamwini highlighted the dangers of facial recognition AI bias.14 

Considering the examples provided by Dr. J. Buolamwini of AI’s shortcomings in producing 
accurate or equitable results, we approach law enforcement applications of AI with wariness. 
Presently, within law enforcement, AI is most used for predictive policing and identification 
of demographics of likely offenders.15 The Bureau of Justice compiled incarceration rates by 
demographic in October 2020; the results were stark, with White incarceration rates shown to 
be one-third of Hispanics and one-fifth of Blacks.

Figure. Sentenced prisoners under the jurisdiction of state or federal correctional authorities,  
by jurisdiction, sex, and race or ethnicity 2009-201915  

Suppose these results are used as training data for predictive policing, without context 
or accounting for variables of extraneous circumstances. In that case, law enforcement will 
inevitably target minority males, which is, inarguably, unjust. What further diminishes the 
efficacy of crime prediction models is the law enforcement community’s lack of education in 
understanding its models.16 

US educational systems must incorporate AI and critical thinking into its curricula, just 
as cybersecurity has been a recent addition. As an example, in May 2017, the Trump admin-
istration, through the Executive Order on Strengthening the Cybersecurity of Federal Net-
works and Critical Infrastructure, tasked the Departments of Commerce and Homeland Secu-
rity to submit a report on findings and recommendations to educate and train the American 



148 | THE CYBER DEFENSE REVIEW

WHY THE UNITED STATES MUST WIN THE ARTIFICIAL INTELLIGENCE (AI) RACE

cybersecurity  workforce, including cybersecurity-related education curricula, training, 
and apprenticeship programs, from primary through higher education.17 The Departments’ 
joint response outlined several recommendations for reskilling the existing workforce and 
aligning education and training to employers’ requirements. However, the Departments’ ed-
ucational proposals focused on collegiate level education instead of elementary education. 
Similar challenges exist for the AI talent pool; more foundational education, ideally in ele-
mentary school, must occur to win the upcoming Arms Race in AI development and applica-
tion. Gamification of critical thinking skills and logic construction facilitate early childhood 
learning which, in turn, should continue through secondary education. This also will opti-
mize opportunities to cultivate interest in the STEM fields, with reduced anxiety that often 
accompanies these studies.

Furthermore, leveraging, expanding, and promoting existing programs, such as Scholar-
ship for Service (SFS), will further incentivize pursuit of AI as a career choice.18 Another 
cybersecurity lesson learned is the need to retrain the current workforce. The earlier-refer-
enced executive order incentivized existing government employee volunteers to develop new 
skills by guaranteeing job placement in the cyber workforce, which should grow a strong AI 
workforce more quickly. With proper implementation and training, AI can and should help 
reliably execute decisions within design parameters. 

However, concern still exists. Presently, the bias of the algorithm creator or environment 
ultimately encroaches into the AI, knowingly or unknowingly. “Real world” applications of 
AI involve some people or groups winning while others lose, as happens now with a person 
making decisions. We see this in the judicial system, workplace adjudication of conflict, and 
in other locations. However, some tasks should never be assigned to AI, and many believe 
that researchers should not only ask, “can we?” but also, “should we?” Ethics are a very per-
sonal set of beliefs, honed by the individual’s education and experience, and other factors 
such as religious faith, social community, and focus on assigned goals. Leaving ethical deci-
sions to AI will always include a bias and will always result in someone losing.

If this paradigm remains unchecked, then an uneducated, misguided, and ham-fisted appli-
cation of AI in the US will, at best, result in the unequal distribution of AI’s benefits among 
the populace and, at worst, explicitly marginalize groups of people. Our adversaries welcome 
the opportunity to capitalize on our society’s resultant divisions and sow further division for 
political purposes. As seen in the 2016 US Presidential election, the selective presentation of 
information as “facts” distorted views of reality and quickly reinforced individuals’ confirma-
tion bias. This example portends future problems if AI remains unharnessed and considered 
a panacea for problems. However, AI, with its promise comes with threats and problems dif-
ficult to predict, exasperated by invalid or incomplete data or inappropriate questions asked 
of the data.
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AI Researchers Must Consider the Ethical Implications of Their Products

According to Merriam-Webster, ethics is “the discipline dealing with what is good and bad and 
with moral duty and obligation.”19 The myriad tools of the AI ecosystem present a vast array 
of ethics issues, including everything from bias and fairness to safety and job losses, and civil 
rights abuses. Resolving to comprehensively win the AI race will also require careful consid-
eration of the ethical implications relating to AI technology before, not after implementation. 
Failure to do that means China very likely will fill the ethical vacuum with its own AI standards 
and ethical frameworks. Among the questions AI policymakers should ask is how AI imple-
menters can ensure accuracy of its the training data? How does the AI technology account for 
missing data? What assumptions are baked into the AI model? In other words, how does the 
creator’s own ethical framework influences these assumptions? Taking all of these together, 
hat is the AI prediction quality?

Autocratic governments are less answerable to these questions than pluralistic, democratic 
societies must be, and care less about unfavorable outcomes for their people derived from AI 
solutions. Their priority is societal order, which they attain by suppressing free speech and 
open discourse. Such nations will not hesitate to use AI data to acculturate their population ef-
fectively, even if     such data is inaccurate. Both politically and technologically, their aim is not 
to be broadly representative of the people they govern; it is to homogenize. Thus, technology 
will be used to enable such political-cultural homogenization.

All societies, which aim to be free and open while striving to provide equal access for all, can 
potentially benefit from optimally deployed AI. It also is incumbent on democratic societies to 
heed lessons learned from instances of misapplied AI to avoid disastrous results.  One example 
was a report of police deploying a pre-cog-like AI causing sheriffs to arrive at homes before a 
predicted crime would occur.20 Another example entailed AI researchers developing RealTalk, 
using deep fake technology to replicate a person’s voice convincingly. This AI technology will 
undoubtedly have nefarious applications in the information sphere. The anecdote demonstrates 
how the private sector excels in answering “Can we?” without first asking “Should we?” As a 
threshold matter, advancing AI technology should always include a threshold consideration as 
to (a) how the new technology could be misused, and (b) what, if any, rudimentary guardrails 
are needed to minimize such misuse.

Put another way, AI innovators must consider the ethical implications of their products. If 
their product can be used in a harmful manner, should it proceed to market? Users must ask, 
what type of bias, and historical, measurement does this AI tech rely upon, and are we repli-
cating bias society-wide by using it? As AI technology continues to permeate daily life, under-
standing how AI technology decisions are made is important. Simply because AI technology 
recommends a particular action, how can the user guarantee that the AI incorporated guid-
ing principles such as proportionality and does no harm to safety and security?21 No matter 
how sophisticated AI technology becomes in regards to statistical (or any other parameter of)  
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accuracy, it can never substitute a user’s ethics. This, and trusting technology efficacy, raise 
questions for leaders in open societies to answer and be held accountable. Wholly apart from 
the technical experts and duly elected leaders, every American eligible to vote plays a role in 
responsibly bringing AI to market, implementing safe AI solutions, and understanding how 
the AI tools we use enhance or detract from the just and equitable type of society we hold 
sacred.

Elements of DoD are already thinking about these questions and discussing the importance 
of creating AI tools with ethical considerations addressed on the front end.22 This may require 
creators to first consider potential harm, precedent, setting into motion nefarious adversary 
responses, etc., and setting parameters contemplating when an AI solution may violate specific 
ethical parameters. The Defense Innovation Board studied and released ethical considerations 
for DoD AI adoption, including the AI must be responsible, equitable, traceable, reliable, and 
governable. Given DoD’s immense buying power, each of these ethical principles will impact 
how AI creators build and market their products and how users interact with those products.

Lastly, the US has a unique strength compared to its competitors: we are diverse, respect 
the enforcement of the rule of law, and value our open, flexible society. An open, transparent 
society can evaluate evidence, absorb feedback, and make changes critically. It is an open 
system where information—including ethical judgments—is not closed off. That is not to say 
that our competitors have no ethical guidelines. In a closed society, the regime does not re-
ceive critical feedback and insularly defines its own ethics and accountability. This arrange-
ment for closed regimes works until it cannot absorb any more shocks, eventually collapsing. 
Incorporating unethical AI into their systems will hasten the fall of these closed regimes. If 
adequately implemented with ethical considerations for the US open system, it may lead to 
unforeseen prosperity vis-a-vis our competitors and a healthier political system.

AI’s Dual-Use Capabilities Provide Both Positive and Negative Potentials

“If soldiers are not to cross international boundaries, goods must do so. Unless the 
shackles can be dropped from trade, bombs will be dropped from the sky.”23 

The AI race is a product of a broader science and technology (S&T) rivalry between the US 
and China that is quickly developing into a technology war.24 China’s ascendency in global 
economic power,  its rapid technological growth, and the CCP Vision of Victory seeks to 
position China as the world innovation leader and dominant force in emerging key technolo-
gies all combine to threaten US technological superiority.25 The CCP’s restricted, centralized 
approach gives China an unprecedented advantage to expedite S&T policy creation, allowing 
state-owned enterprises (SOEs) and commercial sector businesses the unfair advantage of 
easy access to incentives and funding in opposition to the national security and foreign 
policy interests of the US. In response to business initiatives taken by China, the US has im-
plemented counterbalancing measures through use of the Department of Commerce’s Entity 
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Lists which targets Chinese digital technology companies.26 This was done under the aus-
pices of protecting US commercial interests, slowing the pace of China’s digital technologies 
development, and providing the US time to better develop its own S&T initiatives and AI 
strategies.

According to the US founding principles heavily influenced by the philosophers Sidney27 
and Locke,28 the US regards the development of AI in accordance with democratic principles: 
limited representative government, individual freedoms, private property, and authority de-
rived from the electorate. Internationally, the US uses its economic and technological dom-
inance to promote democracy, free markets, and the current international order.29 China’s 
objectives, in contrast, are primarily to ensure the CCP’s regime survival. For the CCP, tech-
nological sovereignty is needed to grow a high-tech economy, modernize the PLA, and spread 
its commercial and geopolitical influence throughout the world. China aims to use AI to sup-
press individual liberties using surveillance, repressive controls, and predictive analytics. 
These are not conditions most Western democracies prefer to be subject to or live under.30

AI’s dual-use capabilities provide both far-reaching positives and negatives. AI’s commer-
cial integrative capacity is expected to be an economic boom and the primary catalyst for the 
upcoming fourth industrial revolution with an additional global economic value more than 
$13 trillion by 2030.31 International cooperation in an open-source environment can use AI 
to solve real-world problems such as food security, clean water, reliable and sustainable ener-
gy, affordable health care, and pollution mitigation. Therefore, competition between autocrat-
ic and democratic governments and their world views need not result in a zero-sum game.

States invariably take self-serving actions when they believe their survival is at stake, so 
AI will be integrated almost certainly into military weapons systems, intelligence collection, 
and other uses deemed essential. The US and partner nations must account for AI’s dual-use 
capabilities representing threats to economic and national security interests. Measures need 
to be taken following the NSTC AI R&D Strategic Plan and the NSCAI Final Report.32, 33    

The US can win the AI race. Primary recommendations include dedicating funding for 
long-term AI investment, developing safe and dependable AI systems, strengthening mili-
tary-academia-industrial complex collaborations, hardening US cybersecurity, and govern-
ing the integration of AI into national security interests. These strategies and recommenda-
tions should be the foundation that ensures the US will remain the AI technology leader. We 
win by taking bold, transparent actions for the collective good, to lift the human condition by 
providing “responsible, equitable, traceable, reliable, and governable” AI.34 At the same time 
we must protect US technological supremacy, intellectual property, technology transfers, 
and national security.35 To remain a shining beacon of ethics and humanity, the US must 
continue to champion humans-in-the-loop and systems free of ignorance and bigotry while 
preserving and embodying  the liberties and values of a free society.



152 | THE CYBER DEFENSE REVIEW

WHY THE UNITED STATES MUST WIN THE ARTIFICIAL INTELLIGENCE (AI) RACE

CONCLUSION
If having read this article, you find yourself more curious about and invested in the US win-

ning the AI Arms Race, then there is legitimate hope that this race can be won with our demo-
cratic principles intact. The odds of the US establishing itself not only as the leader of the free 
world, but also as leader of the development and use of AI in pushing human progress forward 
for citizens the world over, grow as more Americans recognize this to be an all-hands-on-deck 
situation. To prevail over the competition will require national resolve and all of us going all-
in to win this AI race. Doing this will undoubtedly build the necessary momentum to get the 
US to the next stage of ramping up a national AI strategy, including immediate and significant 
government investments with more robust partnerships across the spectrum, particularly with 
academia, private industry, and our allies.

Equally important, our national AI strategy must be girded on the foundation of education 
and training, which will require dramatic realignment of education to our technology goals, 
perhaps even using AI learning tools themselves, to include customized instruction for each 
learner. Moreover, the access to AI education and training must be equitable for everyone to 
ensure that AI tools going forward minimize biases.

As the US stands at this critical juncture, let it make the bold choices that will allow the na-
tion, decades from now, to look lback proudly. As with all the challenges that the US has faced 
before and will face in the future, it wins this AI Arms Race by applying America’s unique 
combination of ambition, talent, rigor, diversity, the highest level of ethical standards, trans-
parency, and ingenuity. And when the world notes that the US won this difficult AI race, it also 
will note that it is the US that continues to protect the inalienable rights of life, liberty, and the 
pursuit of happiness for all.
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