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The Cyber Defense Review:  
Looking Forward 
 
Colonel Jeffrey M. Erickson           

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.

As 2020 was ending, there was a good deal of “Glad this year is over!” humor 
across social media. Of course, 2020 was unique with a global pandemic, but 
I think we all realize that the difference between the last day of 2020 and the 
first day of 2021 was not much more than a single rotation of the Earth. Most 

of the conditions between one moment to the next have not substantially changed.
 

  However, one thing that is changing is an increasing awareness of the threat of cyber 
infiltration and attacks. Being a U.S. Presidential election year served as a focal point for 
cybersecurity, despite little evidence of disruption through electronic means. Instead, we 
learned of infiltration across vast amounts of industry and the United States Government 
(USG).

The SolarWinds attack highlighted the pervasiveness of threats across organizations and 
networks. With over 250-plus government agencies and businesses affected, it is becoming 
clear that no organization is safe.[1] Considering the reports that the intrusion occurred 
as early as March/April 2020, it highlights the challenges of maintaining and defending 
networks. Simply put, by the time you discover the threat, it is already too late. Instead, 
increasing situational awareness ahead of time becomes even more critical.

1 D. Sanger, N. Perlroth, and J. Barnes, “As Understanding of Russian Hacking Grows, So Does Alarm,” The New York Times, accessed January 
6, 2021, https://www.nytimes.com/2021/01/02/us/politics/russian-hacking-government.html. 
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To that end, The Cyber Defense Review Winter edi-
tion presents a great collection of authors from across 
the global community. We hope that these articles will 
expand your understanding of the challenges we face 
with respect to cyberspace while also providing recom-
mendations on how to mitigate these issues.

With respect to new technologies, our Leadership 
Perspective article “Fifth Generation Wireless Develop-
ment in Great Power Competition” by Brig Gen Darrin 
Leleux, CAPT Robert Woodruff, COL Kristy Perry, and 
CDR David Bergesen provide relevant thoughts and rec-
ommendations concerning the implementation of 5G 
technology. The authors identify the opportunities and 
risks associated with the 5G technologies by looking 
at the recommendations of the Defense Science Board, 
the Defense Innovation Board, and the European Com-
mission. Through this analysis, the authors propose a 
potential whole-of-government approach in leading the 
implementation to mitigate security risks, both in and 
out of the USG.

In the area of Information Warfare/Operations, we 
have a diverse set of articles. The Army Cyber Institute’s 
MAJ Jess Dawson provides a critical perspective on the 
increasing threat of micro-targeting and how the evolv-
ing surveillance economy poses a real threat to the mis-
sion readiness of military members and their families. 
She posits that this is becoming a potential force protec-
tion issue and will only increase unless the Department 
of Defense implements some mitigations. Dr. Zac Rog-
ers (Flinders University, Australia) looks to fill the gap 
between information operations and cognitive warfare/
security by looking to define the terms and their impact 
on warfare in his article “The Promise of Strategic Gain 
in the Digital Information Age: What Happened?” For 
a different perspective, Stefan Soesanto (ETH Zurich) 
provides a unique approach to Information Warfare, us-
ing the popular medical drama “House.” Adopting the 
skeptical and blunt approach of Dr. House may counter 

Colonel Jeffrey M. Erickson is the Director  
of the Army Cyber Institute at the United States 
Military Academy (USMA) located at West 
Point, New York. As Director, COL Erickson 
leads a 60-person, multi-disciplinary research 
institute focused on expanding the Army’s 
knowledge of the cyberspace domain. He 
began his Army career as an Armor officer  
before transitioning to the Simulation  
Operations functional area, where for the  
last 15 years, he has been using simulations 
to train from the individual to the Joint and 
Combatant Command levels. He has a B.S. 
in Computer Science from the United States 
Military Academy, an M.S. in Management  
Information Systems from Bowie State  
University, and an M.S. in National Resource 
Strategy from the Eisenhower School  
(formerly the Industrial College of the  
Armed Forces). His fields of interest are  
simulations for live-virtual-constructive  
training, testing, and wargaming.
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the frustratingly fast disinformation and misinformation campaigns of bad actors by focusing 
on their networks and not on their content. Finally, in our high-velocity Research Note section, 
CPT David Morin (93d Signal Brigade) proposes that the construct of Information Influence 
Operations (IIOs) will provide an approach to exert influence and strategic messaging within 
cyberspace.

At a strategic/state level, Dr. Sergio Castro (Instituto de Ciberdefensa, Mexico) proposes a 
model that correlates cyber operations and their broader strategic consequences in his article 
“Towards the Development of a Rationalist Cyber Conflict Theory.” In “Digital Authoritarian-
ism and Implications for US National Security,” Justin Sherman (non-resident fellow at the 
Atlantic Council’s Cyber Statecraft Initiative) highlights how the increasing use of technology 
by malicious state authorities can be used to entrench state power, increase domestic surveil-
lance, and insulate regimes from external cyberattacks.  

For those looking to expand their cyber library, United States Military Academy Cadet An-
nalise Callaghan and Dr. Kallberg from the ACI, provide a review of Bytes, Bombs, and Spies: 
The Strategic Dimensions of Offensive Cyber Operations (ed. Herbert Lin and Amy Zegart). The 
anthology delivers some unique perspectives from a variety of authors on various facets of 
cyberspace.

As a reminder, our next issue will be a COVID-19 special edition (Spring 2021), capturing 
some thoughts on the pandemic’s impact in the cyberspace environment, from our homes to 
our businesses to the highest levels of government.

Additionally, while the future of conferences remains uncertain, I encourage CDR readers to 
consider attending NATO’s Cooperative Cyber Defence Centre of Excellence (CCDCOE) Confer-
ence on Cyber Conflict (CyCon), occurring 25-28 May 2021 in Tallinn, Estonia. We hope to see 
you there (even virtually).  

In conclusion, as we look forward to 2021, I like to use the term “skeptical optimism.” This 
can best be defined as “seeing the glass as half full, but always brainstorming ways to fill the 
glass to the top.”[2] Regardless of what 2021 brings, I am hopeful that the continuing dialogue 
of cyber professionals will continue to push the community to fill that glass. 

2 L. Stevens, “On Being a Skeptical Optimist,” accessed January 6, 2021, https://www.thinksplendid.com/blog/optimism-in-business.
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ABSTRACT 

The advent of fifth generation (5G) wireless technology represents new global op-
portunities and risks that must be considered in the context of reemerging long-
term strategic competition with China and Russia, which are intent on shaping a 
world consistent with their authoritarian models.[1] To deal with this challenge, 

several bodies – notably the Defense Science Board (DSB), the Defense Innovation Board 
(DIB), and the European Commission (EC) – have recently offered recommendations on 
how leaders of large organizations, including nation-states in the case of the EC recommen-
dations, should adopt and field this new communications technology. This article evaluates 
these recommendations to synthesize a possible way ahead for the Department of Defense 
(DoD); however, DoD cannot do this alone. A whole-of-nation approach is required for the 
United States to lead global change and gain the “first-mover” advantage.[2]   

INTRODUCTION
The development of fifth generation (5G) wireless technology security is critical for Unit-

ed States (US) national defense and economic security. 5G technology represents a leap 
forward in the speed and volume of data transmission, as well as a drastic reduction in 
communication latency, which enables new technologies and operational methodologies.  
It also has the potential to improve security by interlinking intelligence, surveillance, re-
connaissance, and command and control systems by delivering information in real time.[3] 
The Department of Defense (DoD) must have a strong voice in the development and im-
plementation of 5G technology and associated security measures in order to prevent its 
adversaries from conducting intellectual property theft, interfering with DoD operations, 
and compromising the security of DoD personnel, information, equipment, and operational 

Fifth Generation Wireless 
Development in Great 
Power Competition

Brigadier General Darrin Leleux 
Captain Robert Woodruff 
Colonel Kristy Perry  
Commander David Bergesen

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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capabilities that will rely on 5G.  Since this is a whole-
of-nation issue, the U.S. Government (USG) must delib-
erately incorporate 5G security into conversations with 
foreign partners, industry, and DoD to evaluate careful-
ly the role of 5G technology in its own, as well as its 
coalition partners,’ communication architectures and 
operational capabilities.  

It is critical that partner governments and domestic/
international industries understand the potential risks 
of using 5G hardware and software from companies 
such as Huawei and ZTE – both Chinese-owned com-
panies. Beyond the price of initial network investment, 
leaders should also consider the costs incurred through 
security compromises and remediation efforts – such 
as loss of capital, intellectual property, or markets – if 
strong security is not built into 5G systems and net-
work segments from the beginning. The USG should 
lead a national effort and continue to be engaged in the 
establishment of 5G standards which will require the 
extensive and persistent presence in standard-setting 
organizations and bodies such as the 3rd Generation 
Partnership Project (3GPP) and the Institute of Elec-
trical and Electronics Engineers (IEEE). Furthermore, 
since part of the electromagnetic spectrum that will 
be utilized for 5G overlaps with DoD and USG public 
safety frequencies, creative and viable new approaches 
should be developed with industry to operate dynami-
cally within these specific cooperation segments of the 
wireless spectrum. Finally, it is critical for global scale 
5G systems to be built to the highest security standards 
to safeguard intellectual property, intelligence, infor-
mation, and equipment not only in DoD but throughout 
the US.

In this article, we review and analyze the 5G rec-
ommendations made by different organizations to 
identify commonalities and differences that may be 
useful in synthesizing a way forward for DoD. We 
evaluated recommendations by the Defense Innova-
tion Board (DIB), the Defense Science Board (DSB), 

Brigadier General Darrin Leleux, U.S. Air 
Force, is currently serving as Deputy Director 
of the Electromagnetic Spectrum Operations 
Cross-Functional Team. He was commissioned 
through the Reserve Officer Training Corps 
(ROTC) and earned a Bachelor of Science 
in Electrical Engineering degree from the 
University of Southwestern Louisiana in 1989, 
a Master of Science in Computer Engineering 
from the University of Houston at Clear Lake in 
1998, and a Doctor of Philosophy in Electrical 
Engineering from Rice University in 2002.  Prior 
to his current assignment, General Leleux 
served as Deputy Director of Strategy, Defense 
and Capabilities in the Office of the Secretary 
of Defense for Cyber Policy. 
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and the European Commission (EC). These organizations 
offered recommendations in 2019 for large organizations 
such as DoD and the European Union (EU) to consider 
when adopting and fielding this new communications 
technology. We evaluate each of their recommendations 
in turn with an emphasis on those offered by the DIB, 
and then synthesize a possible way ahead for DoD.

ANALYSIS OF DEFENSE INNOVATION BOARD 
RECOMMENDATIONS

The DIB was created in 2016 to bring the technolog-
ical innovation and “best practices” of Silicon Valley 
to the US military.[4] They completed a study on “The 
5G Ecosystem: Risks & Opportunities for DoD” and 
published their recommendations in April 2019.[5] The 
study offered three unclassified recommendations for 
DoD related to spectrum management, preparing for 
a “post-Western” wireless ecosystem, and developing 
trade and supply chain mitigations. In the next few 
paragraphs, we analyze the first two recommendations 
and offer ideas to advance the thinking on these topics.  
The third recommendation, while extremely important, 
is not included in our analysis as this has been covered 
extensively in other articles and the news media.

Recommendation #1

DoD needs a plan for sharing sub-6 GHz spectrum 
to shape the future 5G ecosystem, including an 
assessment of how much and which bandwidths 
need to be shared, within what time frame, and 
how that sharing will impact DoD systems.

Spectrum sharing and shaping the 5G ecosystem is 
much larger than just a DoD problem.  Collaboration be-
tween the USG and the commercial sector is critical to ef-
fectively innovate and develop a national plan. The Trump 
administration recognized 5G as a next-generation 
technology in its 2017 National Security Strategy, 
highlighting the criticality of the US becoming a first 
mover and global leader. The administration designated 

Captain Robert Woodruff, U.S. Navy, is 
currently serving as Information Operations 
Branch Head at NATO Maritime Command 
(Headquarters Allied Maritime). He was 
commissioned through ROTC at Texas A&M 
University at Galveston in 1999. He earned 
a Bachelor of Science degree in Maritime 
Systems Engineering degree from Texas A&M 
University at Galveston and a Master of Arts in 
National Security and Strategic Studies from 
the U.S. Naval War College in 2011. Prior to his 
current assignment, Captain Woodruff served 
as Executive Officer at Navy Cyber Warfare 
Development Group and Deputy Commander  
of Task Force 1090.
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the US private sector to lead national efforts in 5G de-
velopments.[6] In October 2018, President Trump issued 
a presidential memorandum to create a National Spec-
trum Strategy.[7] In April 2018, the National Telecom-
munications and Information Administration (NTIA) 
announced plans to develop a collaborative strategy, 
including spectrum sharing, selling, and development 
of mid- and high-frequency bands.[8] The National Spec-
trum Strategy team is comprised of federal and non-fed-
eral stakeholders, in addition to public-private part-
nerships, relying on a flexible spectrum management 
regulatory model and research establishing a compre-
hensive set of immediate and long-term requirements[9].  
As then NTIA Administrator and leader of the strategy 
development, David J. Redl stated, “While commercial 
needs are extensive, we must balance that against gov-
ernment’s expanding needs for national defense, public 
safety, aerospace, and other vital missions.”[10] As tech-
nology evolves, the spectrum strategy must focus on be-
ing agile, collaborative, inclusive, and well-researched 
and tested. The DoD Spectrum Policy Office under the 
DoD Chief Information Office (CIO) released a spectrum 
strategy in 2014; however, the strategy is exclusive to 
DoD, and, like Redl, recognized the need for collabora-
tion, greater efficiency, flexibility, and spectrum shar-
ing at the national level.[11] More recently, the Secretary 
of Defense released a new Electromagnetic Spectrum 
Superiority Strategy in 2020 calling for DoD to lead the 
way in the development of dynamic spectrum sharing 
technologies and techniques. Furthermore, DoD award-
ed a five-year $2.5 billion Spectrum Forward contract 
designed to accelerate the development and eventual 
deployment of new technologies including dynamic 
spectrum sharing for 5G systems.

DoD Sharing of the Sub-6 Gigahertz (GHz) Spectrum 
(Sub-6) 

The sub-6 was designated as the international standard 
for wireless spectrum usage at the International Tele-
communications Union’s World Radiocommunication 

Colonel Kristy Perry, U.S. Army, is currently 
serving in United States Cyber Command  
(USCYBERCOM). She was commissioned 
through ROTC at Southwest Missouri State 
University in Springfield in 2000. She earned 
a Bachelor of Science in Business degree from 
Southwest Missouri State University and a 
Master of Science in International Relations 
from North Carolina State University in 2009. 
Prior to her current assignment, Colonel Perry 
served as an Army War College Fellow at the 
National Security Agency.
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Conference in 2015. However, in the US, sub-6 is pri-
marily managed and utilized by DoD and federal gov-
ernment agencies, leaving limited options for industry 
development in that range. The DIB recommended that 
DoD establish a spectrum-sharing plan. US spectrum 
segmentation and utilization require a holistic ap-
proach with national collaboration. Presently, however, 
there is insufficient collaboration across the private 
sector and federal agencies to clearly understand the 
operational risks, costs, required policy changes, and 
timelines associated with such spectrum sharing. As 
stated by the Cellular Telecommunications and Internet 
Association (CTIA) representing the wireless commu-
nications industry in the US, “DoD must prepare itself 
for that future operating environment by focusing on 
co-existing, if not explicitly sharing, with civil 5G oper-
ations in those bands of spectrum.”[12] Spectrum usage 
varies substantially by frequency bands, spread across 
a diverse set of organizations and functions, further 
highlighting the need for collaboration.

0-3 3-5.925 5.925-30 30-300 0-300
Frequency (GHz)

100%

80%
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 Transportation

 Natural Resource 
Management

 Law Enforcement 
& Security
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Figure. Federal Government Spectrum Usage[13] 

Sub-6 vs. Millimeter Wave (mmWave)

Defense systems, public safety, aerospace and maritime 
agencies, and private industry operate across various 
segments of the electromagnetic spectrum; therefore, 
understanding the  capabilities and limitations of the 
various spectrum bands is essential. 5G wireless 
systems are designed to operate within two distinct fre-
quency regions:  sub-6 and mmWave. The sub-6 band 

Commander David Bergesen, U.S. Navy, is 
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Navy Intelligence Policy, Requirements, and 
Wholeness at U.S. Fleet Forces Command.  
He was commissioned through ROTC at the 
University of Arizona in 1998.  He earned a 
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Linguistics degree from the University of  
Arizona, and a Master of Science in Cyber 
Systems and Operations from the Naval  
Postgraduate School in 2014. Prior to his  
current assignment, Commander Bergesen 
served as the Ship’s Intelligence Officer 
onboard the USS John C. Stennis (CVN-74).
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operates at lower frequencies with corresponding longer wavelengths, while the mmWave op-
erates at higher frequencies with significantly shorter wavelengths. Lower-frequency trans-
missions such as with sub-6 technologies do not attenuate as readily as higher-frequency ones 
used by mmWave technology and can achieve greater ranges. However, higher frequencies do 
offer increased transmission capacity (including more bandwidth available for security over-
head), decreased latency, and considerably higher speeds. 5G wireless technology operating 
in the mmWave segment has been shown to transmit data up to 20 times faster than fourth 
generation (4G) wireless technology operating in the sub-6 band.[14] Quite significantly, though, 
the shorter wavelengths of signals in the mmWave bands are more susceptible not only to 
attenuation but to atmospheric (including moisture and airborne particulates) and physical 
obstructions (such as concrete, steel, or even trees). Practically, this means degraded signal 
penetration and possible signal interruption in congested urban environments. 5G systems 
operating in the sub-6 band would require fewer cell towers or base stations, making sub-6 im-
plementation more cost-effective for telecommunications providers and, therefore, customers.

The international designation of sub-6 as the global standard has led international telecom-
munications manufacturers (including Chinese firms Huawei and ZTE) to develop hardware 
that operates primarily within the sub-6 range. As a result, many nations seeking to upgrade 
to 5G will opt for sub-6, as doing so will require fewer component upgrades while offering 
increased compatibility within existing 4G infrastructures. This, in turn, will enable more effi-
cient transitions to 5G technology with a lower initial overhead, despite lower speed and band-
width than mmWave technology. 

While the physical characteristics of signals over a continuous range of frequencies change 
in a continuous manner, it is helpful to consider the advantages and disadvantages of signals 
within both the sub-6 and mmWave bands. The National Spectrum Strategy must develop an 
approach to benefit from each. To compete in the international development of 5G technolo-
gy, the US must direct immediate attention to innovation in sub-6 and work on longer-term 
mmWave solutions for global markets. The near-term approach for sub-6 should include not 
only sharing and spectrum lease options but also auctioning of sub-6 spectrum where feasi-
ble. Due to the propagation issues with shorter wavelength signals, additional research and 
development time is required to make mmWave 5G globally viable. Lack of innovation in the 
sub-6 band would put the US behind 5G innovations by peer competitors that have deliberately 
focused on sub-6.

Spectrum Auctioning

In December 2018, the Federal Communications Commission (FCC) hosted the largest spec-
trum auction to date.[15] FCC efforts were focused on selling sub-6 to non-federal entities prior-
itizing 5G innovations. Although auctioning spectrum is not a new practice, the selling of the 
sub-6 spectrum was extremely limited in the past. While the FCC shifted to auction portions 
of the sub-6 spectrum, the time required to transition awarded bands fully is between five and 
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ten years. With the anticipation of China delivering 5G capabilities soon, the current transition 
timelines require an immediate upgrade. The Facilitate America’s Superiority in 5G Technol-
ogy (5G FAST) plan is the FCC’s comprehensive strategy to make the 5G spectrum open to 
industry more rapidly, though it may not be fast enough.[16] Sub-6 is the immediate priority, but 
the 5G FAST plan is inclusive of all bands, recognizing the benefits of leveraging commercial 
innovation and hybrid solutions within the National Spectrum Strategy.[17] Reallocation of spec-
trum is both costly and time-consuming. A March 2012 NTIA study indicated that the cost to 
incumbent users in the federal government for reallocation of just one band of interest (1755-
1850 MHz) was estimated to be $18 billion. This reallocation would also require ten years to 
relocate most of the systems and new federal access to two spectrum bands to accommodate 
relocated systems.[18] To remain competitive with China, sharing and lease options provide a 
more immediate solution.

Spectrum Sharing/Leasing

“Sustainable spectrum use is not a one-size-fits-all proposition but a blend of methods for 
a variety of needs,” explained Dr. Matthew Clark, an engineering specialist at The Aerospace 
Corporation, “and the goal of spectrum sharing systems isn’t simply to avoid interference by 
accounting for every possible sharing scenario but to provide practical services.”  Spectrum 
sharing enables multiple systems to use the same RF spectrum. DoD risks inherent to spec-
trum sharing are serious as they include the potential loss of operational security (OPSEC), 
loss of effective cybersecurity in reducing malicious activity, difficulty in safeguarding intellec-
tual property, and the potential for RF interference.[20] Spectrum is the “maneuver space behind 
nearly all operations and spectrum innovation is an important part of how we (DoD) fight,” 
former DoD Deputy CIO, Maj Gen Sandra Finan, stated.[21]   

Although risk is inherent in 5G development, DoD also stands to benefit from industry inno-
vations by gaining spectrum modeling and simulation tools, leveraging artificial intelligence, 
and allowing DoD traffic to “hide in plain sight.”[22] DoD understands the need to collaborate and 
is currently participating in multiple collaboration and research efforts to support the sharing 
of spectrum, with a “trust but verify” approach.[23] The National Spectrum Consortium and the 
National Advanced Spectrum and Communications Test Network (NASCTN) is a multi-agency 
chartered partnership providing testing, modeling, and analysis to develop spectrum-sharing 
technologies and inform policy.[24] NASCTN was created in 2015 and comprises the National 
Institute of Standards and Technology (NIST), the NTIA, the DoD, the National Aeronautics 
and Space Administration (NASA), the National Science Foundation (NSF), and the National 
Oceanic and Atmospheric Administration (NOAA).[25]

The FCC and the NTIA both have responsibility and authority to allocate and license use of 
the spectrum; though each organization performs unique roles, they do coordinate spectrum 
issues. The Interdepartment Radio Advisory Committee (IRAC) – an entity within the NTIA – 
is responsible for coordinating and adjudicating spectrum issues on behalf of all government 
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agencies, including the DoD. The FCC, while not a voting member of the IRAC, is chartered to 
coordinate all non-federal spectrum-related actions with the IRAC (and vice versa). It is there-
fore important to recognize that DoD must coordinate all its spectrum needs through the IRAC. 
Additionally, the Department of State, in coordination with the FCC and NTIA, is responsible 
for US participation in the ITU-sponsored World Radio Conferences, where worldwide alloca-
tions are considered.  

It is notable that the NTIA developed a Spectrum Sharing Innovation Test-Bed pilot program 
focused on the feasibility of spectrum sharing across federal and non-federal agencies. The test 
bed is comprised of academia, industry, and government agencies and targets sensing, geo-tag-
ging, and location on mobile radio systems.[26] The focus of the test bed is to evaluate equipment 
characterizations and capabilities followed by a field operational evaluation.[27] This aligns with 
the “test but verify” concept to find ways to collaborate while mitigating risk.

As recommended by the DIB, DoD must plan for sharing the sub-6 spectrum and assess-
ing bandwidths to be shared, while understanding the impact to DoD systems; however, DoD 
cannot do it alone. Executing a national spectrum strategy that protects both national and 
lower-level security concerns will take a collaborative effort. The 5G ecosystem is going to 
revolutionize global communications; DoD operations, networks, and command and control 
systems will also benefit from the innovation. It is essential that flexibility, agility, and security 
are implemented within the collaborative design phase.[28]

Recommendation #2 

DoD must prepare to operate in a “post-Western” wireless ecosystem.  This plan should 
include R&D investments toward system security and resilience on an engineering and 
strategic level.[29]

Recommendation #2 suggests that China will have a great advantage if it is the first to deliv-
er 5G infrastructure and devices globally, gaining first-mover advantage. The DIB reports that 
“first-mover advantage is particularly pronounced in wireless generation transitions because 
the leader can set the foundational infrastructure and specifications for all future products.”[30]  
Many countries will already be beholden to Chinese products when establishing 5G wireless 
technology networks due to component price and availability of components, as well as com-
patibility with proprietary interfaces of their current 4G infrastructures or network devices 
sourced from China.[31]    

Chinese companies such as Huawei and ZTE Corporation present critical security risks as 
they are state-owned enterprises linked to the government. This has the potential to create a 
global information technology (IT) infrastructure susceptible to Chinese predatory practices, 
such as intellectual property theft and Chinese-mandated technology transfers creating many 
security vulnerabilities.[32] China’s government has usurped physical and intellectual property, 
creating an advantage in the information space by exploiting data through creating back door 
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vulnerabilities within hardware and/or software. In 2019, many Chinese IT companies were 
implicated in nefarious cyber activities and directly linked to China’s government.[33] This link-
age can arguably be considered part of the culture as Chinese Law Articles 14 and 17 (National 
Intelligence Law, enacted June 27, 2017) indicate that Chinese companies have an active role in 
supplying information and/or access to the state.[34] This culture has provided state-sponsored 
leverage to make China a peer competitor and adversary of the US, at large, not just DoD.

Security 

Security standards provide the basic parameters to create a secure environment across 5G 
wireless networks and are vital to maintain the confidentiality, integrity, and availability of US 
data as it traverses through information networks. To protect US data and systems, several im-
provements to current systems need to be pursued, including policy changes to ensure only se-
cure equipment is used in USG systems, the development of quantum-resistant cryptography, 
improvement of software-defined networking technologies, and tighter controls over supply 
chain management. All these changes must be carefully orchestrated to work in concert with 
each other across all government agencies and industry partners. 

Policy and implementation of cryptographic standards are required for global security. US 
policy protections restrict companies that are non-compliant with current IT security stan-
dards from providing equipment for the 5G infrastructure; however, the same standards do 
not apply to allied countries.[35] These cryptographic standards are being developed by NIST 
under the U.S. Department of Commerce for use by non-national security federal information 
systems. Though these systems are for non-national security systems, they could be reviewed 
or adjusted for applicability to national security systems or critical infrastructure, as well.[36]    
Smart design of the 5G infrastructure to use these new cryptographic standards would ensure 
that over the next decade, as the US experience with 5G wireless technology increases and its 
security is improved, the risk of information theft and unintended decryption remains low. A 
primary issue is finding a standard that will not impose excessive latency, thereby reducing 
the benefit of using the new 5G wireless technology. Regardless of the security approaches 
taken, the US should ensure persistent research and development efforts in security and resil-
ience for the network while operating both in the US and internationally.

Resilience

Deliberate USG planning and action must be taken to ensure resilience when using 5G wire-
less systems. Two required actions to ensure a cyber-resilient methodology for US 5G wireless 
systems are: (1) develop better capabilities to observe anomalies or attacks in real time, and (2) 
improve the ability for cyber defenders to act at the speed of relevance.

USG systems must be able to determine that an attack, malicious event, or exploitation is 
in progress to take timely actions to ensure system resilience. To identify early warning of 
an anomaly or attack, US entities must understand their standard day-to-day environment, 
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sense that something is out of the ordinary, and determine what is happening across the dig-
ital domain.[37] Additionally, as DoD implements equipment that can leverage the 5G wireless 
infrastructure, military communications operators need to be trained and have the right tools 
to detect outside influence. Once an attack is identified, the more difficult task is attributing 
the activity to a malicious actor and then identifying the attack vector. To accomplish this, 
DoD should improve training programs for its cyber warriors and develop tools that can detect 
anomalies and potentially take the first steps in countering cyber-attacks. To help identify 
attack vectors and determine where an attack came from, new authorities or adjustment to 
current authorities may be required, especially if autonomous actions are incorporated into 
these systems.

Once a malicious act is identified, military operators must take timely action to stop the 
event.  Finding or identifying the attack vector and stopping the inflow or outflow of data 
through system manipulation are key. To ensure resilience, military operators should be able to 
switch between 5G wireless and other secure wireless standards as seamlessly as possible.[38]  
Regardless of the standards, the key to resilience is having the ability to continue combat op-
erations with or without an available network, albeit with reduced functionality. DoD should 
continue practicing and exercising scenarios either to maneuver or determine alternate means 
to remain combat-effective in contested, degraded, or denied electromagnetic spectrum envi-
ronments. These competitive environments in which the cyber domain is contested are where 
victory in the next war will most likely be determined.

ANALYSIS OF DEFENSE SCIENCE BOARD RECOMMENDATIONS
Established in 1956, the DSB is a committee of civilian experts appointed to advise DoD on 

scientific and technical matters. The DSB completed a recent six-month Quick Task Force on 
“Defense Applications of 5G Network Technology.”[39] The Task Force’s stated objective was 
“to define a path for potential DoD 5G adoption that mitigates supply chain risk, establishes 
spectrum co-existence procedures and revamps existing communication infrastructure.” The 
Task Force published its findings and recommendations in June 2019. The report offered the 
following ten recommendations:

1. Adopt 5G for military use in lightly contested environments.

2. Develop a secure 5G system for contested environments and critical applications.

3. Create test beds for exploring innovative use cases.

4. Stand up a telecommunications security program.

5. Develop a DoD 5G supply chain management strategy.

6. Create a program for “vulnerability analysis.”

7. Develop and execute a three-year 5G+ Science and Technology Roadmap.
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8. Develop a 5G+ Standards Engagement Plan.

9. Establish a new bi-directional spectrum-sharing paradigm.

10. Accelerate mmWave technology development and transition.

The DIB and DSB recommendations disagree on which portion of the spectrum to focus de-
velopment (i.e., sub-6 or mmWave). The DIB report acknowledged that “the rest of the world 
is focused on building out sub-6 infrastructure, with China in the lead.” Since DoD will have 
to operate overseas, it will “ultimately have to learn to operate on that sub-6 infrastructure, 
regardless of how the US chooses to implement 5G domestically.” While the DSB recommenda-
tion acknowledges that DoD must be prepared to operate in a contested environment, recom-
mendation #10 clearly focuses on accelerating mmWave technology “as the first priority” over 
sub-6 bands. Additionally, the DSB recommends that the Defense Advanced Research Projects 
Agency (DARPA) refine propagation models and investigate the feasibility of adapting 5G fixed 
mmWave technology to mobile, airborne, and satellite links. It also recommends that DARPA 
continue to track the development of 5G mmWave technology and create new opportunities for 
advancement. As stated previously, DoD in partnership with other USG agencies and industry 
must develop across the spectrum, while prioritizing efforts to sub-6.  It also recommends 
building out mmWave technologies to provide both agility and flexibility of use throughout 
all environments. Finally, the DSB recommendations agree that a frequency sharing program 
must be implemented. 

The difference in focus between the DIB and DSB recommendations for development of the 
sub-6 vs. mmWave bands highlights one of the fundamental considerations in 5G policy de-
velopment, i.e., how much focus should be given to the sub-6 bands which have lower overall 
potential from a technical perspective. Given its early development by the international com-
munity, it has the potential to be ubiquitous soon, particularly among US allies and partners. 
Due to advantages and disadvantages previously discussed in this article, DoD must take a 
two-pronged approach ensuring relevance and interoperability in the near term by innovating 
in the sub-6 space as well as spectrum dominance in the future by innovating in the mmWave 
space. DoD should not focus solely on one band over the other but should take a balanced ap-
proach considering all advantages and disadvantages of these two bands within the spectrum. 
As of this writing, the US has made and is making allocations for 5G in distinct bands that fall 
into the sub mmWave bands as well as above, in fact some considerably higher. The 5G FAST 
Plan of the FCC details the specific bands.

ANALYSIS OF EUROPEAN COMMISSION RECOMMENDATIONS
The third set of recommendations examined were proposed by the EC in March 2019, offering 

a common EU approach to 5G. The recommendations were published in the article “European 
Commission recommends common EU approach to the security of 5G networks.”[40]   The recom-
mendations leverage a December 2018 EU Cybersecurity Act that was agreed to by the European 
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Parliament, the European Council, and the European Commission. Unlike the DIB and DSB rec-
ommendations, the EC recommendations focus on the process of developing 5G standards, strat-
egies, and security controls rather than considerations of the specific technologies. In synthesiz-
ing a way forward for DoD, consideration should be given both to the processes associated with 
developing 5G policies and to the technology’s advantages and disadvantages.  

The EC recommendations provide a concrete path forward for EU member countries and the 
EU writ large. Many of the recommendations of the Commission potentially may be applied to 
DoD. Adapting these recommendations to DoD focuses on developing a central coordination 
and information-sharing network that requires DoD components to develop component-level 
5G risk assessments and update existing cybersecurity requirements and contracting mech-
anisms to consider 5G technology. Additionally, these recommendations would standardize 
mitigating 5G security controls including, but not limited to, certification requirements, tests, 
security controls, and the identification of products or suppliers that are considered potentially 
non-secure. These recommendations would also develop and mandate DoD 5G cybersecurity 
certification frameworks for all DoD 5G digital products, processes, and services.  

SUMMARY OF DOD RECOMMENDATIONS
After reviewing and analyzing the recommendations made by the organizations discussed 

in this article, we offer the following eight recommendations, which include consideration for 
both process and technology as a way forward for DoD:

1. Create a DoD 5G Coordination Group – Establish a senior DoD-wide 5G coordination 
group with representation from across the Department to implement the recommenda-
tions listed below.

2. Create a 5G Cybersecurity Information Sharing Network – Develop a DoD-wide 5G 
cybersecurity information-sharing network.

3. Develop a 5G Cybersecurity Threat Assessment – Immediately complete a 5G cy-
bersecurity threat landscape assessment that will support DoD agencies in completing 
their DoD component-specific risk assessments.

4. Develop DoD Component-Level 5G Risk Assessments – Using NIST Special Publi-
cation 800-37 (Guide for Applying the Risk Management Framework) as a guide, man-
date that each DoD component conduct a component-level risk assessment of 5G net-
work infrastructures in the near term including, but not limited to, identifying threats, 
vulnerabilities, and mitigating security controls.

 a. Include technical risks linked to the behavior of suppliers or operators, including  
 those from China, Russia, North Korea, and Iran.

 b. DoD agencies would then submit threat assessments to the DoD-wide 5G  
 coordination group to identify common threats. 
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5. Update Existing Cybersecurity Requirements for 5G – Mandate that each DoD com-
ponent update existing cybersecurity requirements to include 5G network providers 
and include conditions for ensuring the security of DoD networks especially, when 
granting rights of use for RF in 5G bands. Updated cybersecurity requirements should 
include the following:

 a. Reinforced contract obligations on suppliers and operators to ensure the security  
 of their 5G networks, and

 b. The right of DoD components to exclude companies from their 5G suppliers and  
 operators for national security reasons if they do not comply with DoD 5G standards.

6. Develop a Coordinated DoD 5G Risk Assessment – DoD component-level 5G risk as-
sessments will be a central element in building a coordinated DoD 5G risk assessment. 
The DoD-wide 5G coordination group should implement the following:

 a. Assess the effects of both DoD-wide and component-level recommendations to  
 determine whether there is a need for further action,

 b. Develop standardized 5G security controls which should include, but are not  
 limited to, certification requirements, tests, security controls, and the  
 identification of products or suppliers that are considered potentially non-secure, and  

 c. Develop and mandate DoD 5G cybersecurity certification frameworks for all 5G  
 digital products, processes, and services.

7. Develop DoD 5G Contract Requirements – Develop specific DoD security require-
ments for contracts related to 5G networks, including mandatory requirements to im-
plement 5G cybersecurity certification frameworks. Additionally, DoD should consider 
segmenting off, or deliberately routing around, networks or network segments that do 
not follow DoD 5G cybersecurity certification standards.

8. Develop DoD 5G Policy – Develop a DoD policy that requires operators take technical 
and organizational measures to manage appropriately the risks posed by security of 5G 
networks and services.

RECENT PROGRESS
Since the original writing of this article in the summer of 2019, significant progress has 

been made in advancing US 5G policy. 

First, Congress passed the “Secure 5G and Beyond Act of 2020” on March 23, 2020. It requires 
development of a national strategy, to be known as the National Strategy to Secure 5G and Next 
Generation Wireless Communications, which shall ensure the security of 5G wireless commu-
nications systems and infrastructure within the US; assist mutual defense treaty allies, strate-
gic partners, and other countries in maximizing the security of 5G systems and infrastructure; 
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and protect the competitiveness of US companies, privacy of US consumers, and integrity of 
standards-setting bodies.

 Second, the President approved, and the White House published on March 23, 2020, a “Na-
tional Strategy to Secure 5G of the United States of America.” This document lays out four lines 
of effort:

1. Facilitating domestic 5G rollout.

2. Assessing the risks and identifying core security principles for 5G infrastructure.

3. Managing the risks to our economic and national security from the use of 5G infrastructure.

4. Promoting responsible global development and deployment of 5G infrastructure.

Third, the Federal Communications Commission established the 5G FAST Plan to implement 
the President’s policy. This plan entails taking action to make additional spectrum available 
for 5G services, updating infrastructure policy and encouraging the private sector to invest in 
5G networks, and modernizing outdated regulations to promote the wired backbone of 5G net-
works and digital opportunity for all Americans. The plan addresses each of the low, mid, and 
high bands as well as the potential bands for unlicensed allocation. It addresses the specific 
bands that the Commission has already allocated (and in some cases auctioned), or intends 
to allocate, for 5G services. The plan also addresses FCC policies for updating infrastructure 
policy, particularly for small cells. Finally, the plan addresses FCC intentions to modernize 
regulations pertaining to 5G backhaul and digital opportunities for Americans. This includes 
requirements for supply chain integrity and national security considerations. It emphasizes 
the importance of backhaul infrastructure as it is crucial for small cell connectivity to the rest 
of the network. Furthermore, the Commission recognized the import of integration of the radio 
access network (the basis for 5G) with the backhaul network, which couples with a switching 
network to form the basis of the overall communications network and architecture.

Fourth, a new initiative of industry and the FCC is worthy of note. The Commission has 
initiated an “Open Radio Access Network (RAN)” proceeding. An Open RAN, or Open Radio 
Access Network (O-RAN), is a concept based on interoperability and standardization of RAN 
elements including a unified interconnection standard for hardware and open-source software 
elements from different vendors. An O-RAN architecture integrates a modular base station 
software stack implemented on off-the-shelf hardware which allows baseband and radio unit 
components from discrete suppliers to operate together seamlessly. The O-RAN will most cer-
tainly contain important elements of the security stack as well.

Finally, the DoD has been advancing both doctrine and strategy to transition away from the 
traditional consideration of electromagnetic warfare (EW) as separable from spectrum man-
agement to a unified treatment of these activities as Electromagnetic Spectrum Operations 
(EMSO). Recent examples of this include the publication of the new Joint Publication 3-85 
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titled Joint Electromagnetic Spectrum Operations (JEMSO) in May 2020 and the October 2020 
release of the new Electromagnetic Spectrum Superiority Strategy aligned with the 2018 Na-
tional Defense Strategy. In addition to calling for DoD to lead the way in the development of 
dynamic spectrum sharing technologies and techniques, the Strategy addresses how DoD will 
“develop superior Electromagnetic Spectrum (EMS) capabilities; evolve to an agile, fully inte-
grated EMS infrastructure; pursue total force EMS readiness; secure enduring partnerships for 
EMS advantage; and establish effective EMS governance to support strategic and operational 
objectives.”

CONCLUSIONS
The innovation of 5G technologies will make a global impact on wireless communications, 

creating many opportunities and risks, with the advantage going to the first mover. Three 
diverse groups made assessments of the impact of 5G, focusing on recommendations to large 
organizations such as DoD and the EU. In this article, we reviewed and analyzed these rec-
ommendations to identify commonalities and differences that may be useful in synthesizing 
a way forward for DoD. We evaluated each of the recommendations in turn, then synthesized 
a possible way forward for DoD. Although we agree that DoD is critical to US national secu-
rity, it cannot operate alone and a whole-of-nation approach is required. DoD, USG agencies, 
private industry, and US allies must collaborate to innovate at a speed exceeding that of their 
adversaries, especially China. Although positioning DoD to mitigate vulnerabilities in this new 
technology is critical, 5G technologies must be leveraged as an opportunity to improve national 
security by innovating across the entire spectrum with high security standards.     

DISCLAIMER 
The views expressed in this work are those of the authors and do not reflect the official policy 
or position of the United States Military Academy, the Department of the Army, or the Depart-
ment of Defense.
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ABSTRACT 

We believe there is a lack of a coherent Cyber Conflict Theory with adequate 
descriptive, predictive, and prescriptive capacities. We attribute this short-
fall to the fact that the study of Cyber Conflict falls into two largely separate 
camps: International Relations and Information Security. International Rela-

tions experts study the phenomenon mostly using traditional conflict analysis models de-
rived from the theory of conflict. On the other hand, Information Security experts focus on 
the tactical details of how cyber-attacks are conducted, but they are usually not involved in 
International Relations studies. The objective of this paper is to bridge this gap by linking 
the types of cyber-attacks both to their military consequences and their broader strategic 
consequences. To achieve this, we use Fearon’s Bargaining Model of War to analyze the 
impact that offensive cyber operations have on the probability of winning a war, the cost 
of war, and the risk of war. We identify three types of cyber operations: Extraction, Modifi-
cation, and Denial of Service. Our model shows that these three types of cyber operations 
may have significant impacts on the risk of war and the outcomes of war at the strategic 
and tactical levels.

1. THE CURRENT STATE OF CYBER CONFLICT THEORY
It has been 20 years since the Joint Task Force - Computer Network Defense (JTF-CND) 

was created[1], and yet we still see a lack of a coherent Cyber Conflict Theory with adequate 
descriptive, predictive, and prescriptive capacities. We attribute this shortfall to the fact 
that the study of Cyber Conflict falls into two largely separate camps: International Re-
lations and Information Security. International Relations experts study the phenomenon 
mostly using traditional conflict analysis models derived from the theory of conflict. On the 

© 2021 Dr. Sergio Castro
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other hand, Information Security experts focus on the 
tactical details of how cyber-attacks are conducted, but 
are not involved in International Relations. There have 
been attempts to bridge this gap, but they have been 
inconclusive. Applegate and Stavrou[2] developed a de-
tailed Cyber Conflict taxonomy capable of describing in 
detail a cyber-attack. However, their model does not ex-
tend to the International Relations level since it cannot 
describe or predict the strategic or even the narrower 
military consequences of a cyber-attack. And this is ex-
actly the crux of the problem: linking cyber operations 
to their military and broader strategic consequences.

Kello explains that “It is superfluous to state that the 
field of international security studies is skeptical of the 
existence of a cyber danger: it has barely acknowledged 
the issue, as reflected in the scant relevant literature.”[3] 
Kello also states that “The costs of scholarly neglect of 
the cyber issue to the advancement of theory are ap-
parent: when the range of empirical topics that theory 
is able to elucidate narrows, the academic enterprise 
inevitably enters a process of internal corrosion, which 
reveals itself in one or both of two ways—a loss of con-
ceptual fertility or a reduced capacity for explanatory 
analysis, each of which inhibits intellectual progress in 
the study of international relations.”[4]

We attribute this large divergence of opinion to the 
lack of a formal mathematical theory of Cyber Conflict. 
Cyber Conflict is defined as “the use of computational 
technologies for malevolent and destructive purposes 
to impact, change, or modify diplomatic or military in-
teractions.”[5] The objective of this paper is to link math-
ematically the use of such computational technologies 
with their military and broader strategic effects.

2. THE RATIONALIST EXPLANATIONS FOR WAR 
MODEL

Fearon published in 1995 a paper titled “The Ratio-
nalist Explanations for War.”[6] In this paper, Fearon 
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developed a straightforward mathematical model to explain that war can be portrayed as a 
bargaining process. The main variables in this model are the probability of winning 
the war, the expected utility if the war is won, the cost it would entail for each participant, and 
how much we really know about these variables. 

We will use this bargaining model of war as a basis to develop our Rationalist Cyber Conflict 
Theory, by adding information security variables that affect the model’s outcomes.

2.1. THE BARGAINING MODEL OF WAR

Figure 1. Baseline Model, no Cyber Operations

This is the Bargaining Model of War. Country A and country B are in conflict. We draw a line 
that goes from 0 to 1 to represent the value to be gained in the war; it could be territory, access 
to oil or minerals, etc.[7] 1 represents winning 100% of the value.

Pa represents the probability of victory for country A. Since we have normalized the possible 
value gain to 1, it also represents the expected utility of war. To clarify, if the total value of 
winning the war were $500 billion, and the probability of winning the war was 50%, then the 
expected utility would be Ue=$500 billion x 0.5 = $250 billion. To simplify the model, instead of 
using $500 billion or any other money amount, we simply use 1. Therefore, the expected utility 
in the model is Ue=1 x Pa, which is the same as Ue=Pa. In other words, we will be calling Pa the 
probability of winning the war, but it is also the normalized expected utility of winning the war.

From the utility/probability of winning the war, we need to deduct the cost of the war. This 
gives us Pa-Ca, which is country A’s true expected utility for the war. To calculate the expected 
utility for country B, we take 1-Pa, and add the cost of the war for country B, Cb. This gives us 
the point Pa+Cb in the line. We can then see that the bargaining range goes from Pa-Ca to 
Pa+Cb. In other words, as long as this bargaining range exists, it makes more economic sense 
for country A and country B to bargain, instead of going to war. This is because if they go to war, 
country A can only gain Pa-Ca worth of value, whereas if it negotiates, it can gain all the way 
up to Pa+Cb. Same thing goes for country B. If there is a war, country B can only gain 1-(Pa+Cb), 
but if they negotiate, country B can gain all the way up to 1- (Pa-Ca). The likely outcome of  
negotiation is of course somewhere between the two end points of the bargaining range; but 
any outcome in this range is better than the outcomes that could be gained through war.

Therefore, if there is an x such that:
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Then we will have a bargaining range, and war will not make economic sense.

Our thesis is that different cyber operations can modify the probability Pa, and the costs Ca, 
and Cb, and therefore can alter the possible outcomes of a conflict.

2.2. INFORMATION SECURITY OBJECTIVES: CONFIDENTIALITY, INTEGRITY, AND 
AVAILABILITY

Information Security as a discipline has three main objectives: to ensure the confidentiality, 
integrity, and availability of data in the organization.

Confidentiality consists in allowing only authorized users to access data. Integrity consists 
in allowing only authorized users to modify data. Availability consists in ensuring that data are 
available to authorized users when required. 

2.3. CYBER ATTACK OBJECTIVES: EXTRACTION, MODIFICATION, AND DENIAL 
OF SERVICE

There are three cyber offensive actions that can be taken: extraction, modification, and 
denial of service.

Extraction is the opposite of confidentiality: a hacker accesses confidential information 
and extracts it.

Modification is the opposite of integrity: the hacker modifies data without authorization, 
causing a disruption in the workflow supported by the IT system attacked.

Denial of Service is the opposite of availability: the hacker overwhelms an IT resource to 
deny its use to legitimate users.

We will call these variables the EMD variables (Extraction, Modification, and Denial of 
Service).

2.4. VULNERABILITIES
These actions of Extraction, Modification, and Denial of Service can be performed by hackers 

due to vulnerabilities in information technology systems. These vulnerabilities can be classi-
fied in three broad categories: configuration errors, technical errors, and human errors. 

Configuration errors occur when IT administrators or users do not properly configure or 
manage IT resources. An example would be leaving a default password in a system. Since  
default passwords are well known, a hacker could easily access the IT resource. 

Technical errors are the result of programming or hardware design mistakes. A common 
mistake in software programming is to mismanage memory access, giving hackers the oppor-
tunity to take over a CPU remotely by injecting malware into available memory.

Human errors occur when administrators or users do not follow proper procedures. 
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2.5. CYBER OPERATIONS
We propose the following taxonomy for cyber operations:

Figure 2. Cyber Operations Taxonomy

Cyber Operations are divided into action types: Cyber Defense Operations and Cyber Attack 
Operations. In turn, Cyber Defense, as above, is divided into three possible objectives: main-
taining Confidentiality, maintaining Integrity, and maintaining Availability. Any information 
security software or procedure in place has to help achieve at least one of these objectives. 

Cyber Attack is divided into three objectives: Extraction of data (E), Modification of data (M), 
and Denial of Service (D).

Cyber Operations can also be classified on their implementation level: Strategic Cyber Oper-
ations and Tactical Cyber Operations.

Strategic Cyber Operations are conducted at the nation-state level. Strategic Cyber Defense 
consists of the policies and plans in place to defend the infrastructure of companies and or-
ganizations within the nation-state in order to prevent strategic cyber-attacks. A Strategic cy-
ber-attack may consist of the Extraction or Modification of valuable business, technological, or 
military information, or a Denial-of-Service attack that cripples vital infrastructure.

Tactical Cyber Operations are conducted during a kinetic war. Tactical Cyber Defense con-
sists of the implementation of technical controls to prevent cyber-attacks on the command 
and control, communications, computer, intelligence, surveillance and reconnaissance (C4ISR) 
systems of a fighting force. A Tactical cyber-attack consists of the disruption of the enemy’s 
corresponding systems through Extraction, Modification, or Denial of Service of tactical infor-
mation that may affect the results of a battle.
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We can combine the action types with the implementation levels into a Cyber Operations 
Matrix:

 

Figure 3. Cyber Operations Matrix

A nation-state must have plans in place for each of the four combinations.

The objective of Strategic Cyber Attack Operations is to disrupt the critical infrastructure of 
a nation-state, which can be:

mGovernment

mElectricity grid

mOil and gas production and distribution

mLogistic networks

mTelecommunications

mFinancial sector

mManufacturing sector

mServices

The objective of Tactical Cyber Attack Operations is to disrupt a military unit’s C4ISR sys-
tems, as well as the networks of government and civilian entities supporting a military opera-
tion. An example would be the disruption of logistical networks that feed military operations.

Both Strategic and Tactical Cyber Operations should be used as force multipliers during a 
kinetic war.

2.6. EFFECTS OF STRATEGIC CYBER OPERATIONS ON THE RISK OF WAR
Based on their effects on the Bargaining Model of War, we can divide cyber-attacks in the 

following manner:
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Figure 4. Cyber-attacks Taxonomy

We have divided Extraction into three types: Extraction, Cost Decrease (Ecd); Extraction, Prob-
ability Increase (Epi); and Extraction, Knowledge Increase (Eki). We are assigning them variable 
names because we will use them to analyze their effects in the Bargaining Model of War equation.

Modification is divided into Modification, Cost Increase (Mci); Modification, Probability In-
crease (Mpi); and Modification, Knowledge Increase (Mki).

Denial of Service is divided into Denial of Service, Probability Increase (Dpi), and Denial of 
Service, Knowledge Increase (Dki).

We saw in the Bargaining Model of War the following inequality: 
 

Where Pa is the probability of country A winning the war, Ca is country A’s cost of war, and 
Cb is country B’s cost of war. Our Rationalist Cyber Conflict Theory is based on the thesis that 
the cyber-attack variables we listed above, Ecd, Epi, Eki, Mci, Mpi, Mki, Dpi, and Dki, have the 
capacity of altering Pa, Ca, and Cb, and therefore can modify the possible outcomes of a war.

Cost Decrease or Increase variables (Ecd, Mcd) can increase or decrease Ca and Cb. An Ex-
traction, Cost Decrease (Ecd) can occur, for example, when a nation-state uses an Extraction 
cyber-attack to steal military technology from a rival nation-state, reducing its own research 
and development and production costs, part of Ca. A Modification, Cost Increase (Mci) could 
happen when a nation-state implements a Modification cyber-attack and sabotages the R&D or 
production of military technology, increasing the rival’s costs, part of Cb.

Probability Increase variables (Epi, Mpi, Dpi) increase the nation-state’s probability of win-
ning the war, Pa. The nation-state can steal military technology via Extraction or can sabotage 
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the rival’s military capacity through Modification or Denial of Service, increasing its own prob-
ability of winning.

Knowledge Increase variables (Eki, Mki, Dki) increase the nation-states' knowledge about 
each other’s military capabilities, changing the perception of the probability of winning, Pa. In 
a situation in which a nation-state does not fully understand its rival’s military capabilities, an 
Extraction cyber-attack can obtain such information, making Pa clearer. Also, a nation-state can 
launch a limited Denial of Service attack as a signal of its strength, increasing the knowledge 
of Pa for its rival. Another strategy is to do a Modification, Knowledge Increase (Mki) attack, 
which has been called a “flag planting attack.” This consists of penetrating the rival’s network 
and leaving evidence of the intrusion in the form of a “flag,” which is a document stating that 
the network was penetrated, but without causing any damage. This is a clear signal of the na-
tion-state’s cyber operations capabilities and can act as a deterrent. 

Regarding Cyber Defense Operations, we are adding the cost of Confidentiality, Integrity, and 
Availability into a single variable: CDa.

2.7 THE RATIONALIST CYBER CONFLICT THEORY
We will now cover how the EMD variables affect the Bargaining Model of War’s three vari-

ants: The Baseline Model, the Uncertainty Model, and the Preventive War Model. We will also 
see an example of the application of the EMD variables in game theory, used in the Preemptive 
War Model. We will use William Spaniel’s models described in his book “Game Theory 101: 
The Rationality of War,”[8] and add the Extraction, Modification, and Denial of Service (EMD) 
variables to them, to analyze their effects on their respective bargaining ranges and probabil-
ities of war. We will then analyze the impact of the cost of cyber defense, and finally we will 
examine the complete inequality of the Rationalist Cyber Conflict Theory.

2.8. BASELINE MODEL
The Baseline Model shows the simplest version of the Bargaining Model of War: country A’s 

probability of victory is well known by both rivals, and there are no future considerations, only 
the present. 

 
Figure 5. Baseline Model, no Cyber Operations

Above we can see the Baseline Model with no Cyber Operations. The result is that there is, 
theoretically, no risk of war, since there is a clear bargaining range available. This means that 
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the rational course of action is for both rivals to negotiate, because winning the war brings less 
utility (due to its cost) than any possible negotiation outcome. However, we must take into con-
sideration that this is a model. In real life, bargaining ranges are not clearly visible, and there 
are emotional factors not taken into consideration by the model. But as a rule, we can say that 
the bigger the theoretical bargaining range and the smaller the expected utilities of war, the 
less probability that war will break out. A large bargaining range gives both parties more space 
for perception and interpretation errors, without those errors necessarily resulting in war. 

Figure 6. Baseline Model, Extraction, Cost Decrease

In this scenario, country A launches an Extraction, Cost Decrease (Ecd) cyber operation 
against country B. This means that country A manages to hack into country B’s networks, 
and steals technology from country B that allows country A to conduct war in a less costly 
manner. This knowledge could be, for example, how to build weapons more efficiently, or 
knowledge on country B’s military doctrine, allowing country A to plan a more efficient 
doctrine that requires less expensive weapons systems or troop dispositions. The end result 
is that country A's cost of war goes down, increasing country A's Expected Utility for War, 
and reducing the bargaining range. This in turn increases the risk of war; any reduction in 
the bargaining range has such effect because as mentioned, in real life the boundaries of 
the bargaining range are not clearly visible, and the smaller it is, the smaller the margin for 
errors in perception that could lead to war. 

Figure 7. Baseline Model, Extraction, Probability Increase

In this scenario, country A launches an Extraction, Probability Increase (Epi) cyber opera-
tion against country B. This could be, for example, stealing technology on how to build better 
weapon systems, which increases the probability of winning the war. Notice that the cost does 
not change, only the capabilities of the weapon system. In a real-life scenario, CDa could also 
increase. The result is that country A's probability of winning increases. The bargaining range 
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shifts in favor of country A. Also, country A’s Expected Utility for War increases and country 
B’s decreases, which in turn increases the risk that A will choose war.

Figure 8: Baseline Model, Modification, Cost Increase

In this scenario, Country A launches a Modification, Cost Increase (Mci) against country B. 
This could consist of an act of sabotage that increases country B’s cost of developing, manufac-
turing, or fielding weapons or troops.   Notice that country B’s probability of winning the war 
does not change; rather, winning becomes much costlier. Such sabotage can be intense, or it 
can be slow and insidious. The end result is that country B's cost of war increases. This increas-
es the bargaining range to the advantage of A, and also reduces country B’s Expected Utility 
for War. This reduces the overall risk of war, but significantly benefits A in the negotiations.

 
Figure 9. Baseline Model, Modification, Probability Increase

In this scenario, country A launches a Modification, Probability Increase (Mpi) cyber oper-
ation against country B. This cyber operation could consist of sabotaging country B’s capacity 
to develop new weapons systems, thus reducing country B’s probability of winning a war. 
The result is that country A's probability of winning the war increases. The bargaining range 
remains the same, but it benefits country A. At the same time, country A’s Expected Utility of 
War increases and country B’s decreases, thus increasing the overall risk of country A initiat-
ing a war if the bargaining range is not properly perceived. 

Figure 10. Baseline Model, Denial of Service, Probability Increase
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In this scenario, country A launches a Denial of Service, Probability Increase (Dpi) against 
country B.  This is a more overt version of the previous scenario, Mpi, but the end results are 
the same: A's probability of winning the war increases, and the bargaining range shifts in favor 
of country A. At the same time, country A’s Expected Utility for War increases, thus increasing 
the risk of war.

2.9. UNCERTAINTY MODEL
The Uncertainty Model includes a more realistic complication: the disparity of perception of 

the probability of winning. 

Figure 11. Uncertainty Model, no Cyber Operations

This is the Uncertainty Model, without Cyber Operations introduced yet. In this model, we 
assume that country B has a precise knowledge of the probability of winning, Pa, whereas 
country A has an erroneous perception of the probability of winning. Under this scenario, 
country A thinks it can win, while country B knows that the probability of country A winning 
is very low. We can see in the graph that there is no bargaining range, only a War Gap; there-
fore, it is very likely that war will occur. 

Figure 12. Uncertainty Model, Extraction, Knowledge Increase

In this scenario, country A launches an Extraction, Knowledge Increase (Eki) cyber opera-
tion against country B. This could consist of stealing information on country B’s technology 
and troop dispositions. The result is that country A increases its knowledge on country B's 
capabilities, shifting country A's Perception of its probability of winning, creating an Actual 
bargaining range, and reducing the risk of war. In the diagram we can see that country A’s 
perception is still not the same as country B’s; however, the bargaining ranges overlap enough 
to make it possible for both to choose negotiation.
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Figure 13. Uncertainty Model, Extraction, Cost Increase

In this scenario country A launches an Extraction, Cost Decrease (Ecd) cyber operation 
against country B. This reduces country A’s cost of war, which, together with country A’s wrong 
perception of Pa, increases the War Gap, and therefore the probability of war.

Figure 14. Cyber Operation: Modification, Probability Increase

In this scenario, country A launches a Modification, Probability Increase (Mpi) against coun-
try B, resulting in an increase in country A’s probability of winning the war. If country A's 
perception remains the same, the actual bargaining range increases, reducing the risk of war. 
However, if country A's perception shifts also (not shown in the diagram), the whole equation 
just shifts to the right, and the chance of war does not vary.

Figure 15. Uncertainty Model, Modification, Knowledge Increase
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In this scenario, country B launches a Modification, Knowledge Increase (Mki) cyber op-
eration against country A. This could consist of planting a “flag” in country A’s network. A 
flag is an innocuous document that signals country B’s capabilities of compromising country 
A’s networks and causing damage if it so chooses. The result is that country A increases its 
knowledge of country B's capabilities, shifting country A's Perception of bargaining range, 
creating an Actual bargaining range, and reducing the risk of war.

 Figure 16. Uncertainty Model, Denial-of-Service, Knowledge Increase

In this scenario, country B launches a Denial-of-Service, Knowledge Increase cyber operation 
against country A. This is a more severe version of the previous model; country B signals its capac-
ity and willingness to engage in cyberwar, increasing country A’s knowledge of the real probability 
of winning, Pa. As a result, an Actual bargaining range is generated, reducing the risk of war. 

2.10. PREVENTIVE WAR MODEL
We will now cover the Preventive War Model. Preventive war occurs when we have a declining 

state, country A, vs. a rising state, country B. Seeing the increase of power of country B, coun-
try A decides to attack before country B becomes too powerful.

Figure 17. Preventive War Model, no Cyber Operations
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This is the Preventive War Model without cyber operations. We now have two diagrams: 
one for the present and one for the future. In the present diagram, country A has a higher 
probability of winning a war, Pa, and we can see a Present bargaining range that favors coun-
try A. We can also see that in the future, since B is a rising state, country A’s probability of 
winning a war is greatly reduced. We can see that there is a Future bargaining range, but 
notice how there is a War Gap between the Present and Future bargaining range. This means 
that country A may decide to attack country B now, before country B becomes too powerful 
and the probability of winning the war, Pa slides to the favor of B.

Figure 18. Cyber Operation: Extraction, Probability Increase, Declining State Steals Technology

In this scenario, country A, the declining state, launches an Extraction, Probability Increase 
(Epi) cyber operation, and steals technology from country B, the rising state. This increases coun-
try A’s probability of winning a future war, sliding the Probable Future bargaining range to the 
right, in favor of country A. This creates an Actual bargaining range, reducing the risk of war.

Figure 19. Cyber Operation: Extraction, Probability Increase, Rising State Steals Technology
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In this scenario, country B, the rising state, launches an Extraction, Probability Increase 
(Epi) cyber operation and steals technology from country A, the declining state. This increases 
country B’s probability of winning the future war, sliding the Probable bargaining range to the 
left, widening the War Gap, and increasing the risk of war.

 

Figure 20. Cyber Operation: Modification, Cost Increase

In this scenario, country A launches a Modification, Cost Increase (Mci) cyber operation 
against country B, sabotaging country B’s warfighting capabilities, and increasing country B’s 
cost of war, Cb. This will increase the Probable bargaining range, creating an Actual bargaining 
range, and therefore reducing the risk of war.

2.11. PREEMPTIVE WAR MODEL
We will now cover the Preemptive War Model. A preemptive war occurs when country A de-

cides to attack country B before country B attacks first, taking into consideration that the coun-
try that attacks first has a first strike advantage. For this model we will not use the Bargaining 
Model of War, but game theory, specifically the concept of Nash equilibrium. A Nash equilibri-
um occurs when the optimal outcome of a strategic interaction is one where no participant has 
an incentive to deviate from its chosen strategy after considering an opponent’s choice.

Figure 21. Preemptive War Model – No Cyber Operations



50 | THE CYBER DEFENSE REVIEW

TOWARDS THE DEVELOPMENT OF A RATIONALIST CYBER CONFLICT THEORY

This is the Preemptive War Model without cyber operations. We will add some representative 
numbers to make the model work. The expected utility of winning the war when attacking first 
while the other side defends is 6. The expected utility of winning the war if both attack at the 
same time is 5. The expected utility of winning when defending is 4. The expected utility of 
no war, that is, both defending, is 5. And the cost of war is 2. In the first matrix of the diagram 
above we can use the arithmetic calculation of the total utility for each combination. For exam-
ple, the total utility for both country A and country B, if they both attack, would be the expected 
utility of winning if both attack, 5, minus the cost of war, 2, which gives us a total utility of 3. 
We can see the results in the second matrix.

We can see that there are Nash equilibria at 3,3 and 5,5. Both sides prefer to defend and not 
go to war. The arrows show the likely movement between possible combinations. But in real 
life, war can still happen if there is an error of perception.

Figure 22. Cyber Operation Extraction, Cost Decrease

In this scenario, country A launches an Extraction, Cost Decrease (Ecd) cyber operation 
against country B, stealing technology, and reducing country A’s cost of war to 0. We can see 
this reflected in the first matrix; instead of subtracting a cost of war of 2 to country A, we 
subtract 0. The result can be seen in the second matrix. The consequence is that the Nash 
equilibrium at 5,5 disappears, because the 6,2 combination brings more utility. At this point, 
country A is now motivated to attack, and country B has no option but to attack, too, to optimize 
its utility, leading to war. The gray arrow shows the changed flow. 

 

Figure 23. Cyber Operation: Modification, Probability Increase
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In this scenario, country A launches a Modification, Probability Increase cyber operation 
against country B, reducing country B’s war fighting capacity, and increasing country A’s prob-
ability of winning by 2 points. The consequence is that the Nash equilibrium at 5,5 disappears, 
pushing the flow to 6,2, and then to 5,3, causing war. 

 

Figure 24. Cyber Operation: Modification, Cost Increase

In this scenario, country A launches a Modification, Cost Increase (Mci) cyber operation 
against country B, increasing country B’s cost of going to war (5-4), but only if country B at-
tacks. If country B defends, the cost of war remains the same. The consequence is that country 
B is not motivated to move from defend to attack, due to the reduction in utility resulting from 
an increase of the cost of war if it attacks. Because of this, country A is not motivated either, 
so they both go to defend-defend. In other words, we get a Nash equilibrium at 5,5, eliminating 
the risk of war.

2.12. CYBER DEFENSE IMPACT MODEL
We will now analyze the relationship between the cost of cyber defense and the probability of 

a cyber-attack being successful, and how this impacts the Bargaining Model of War.

Figure 25. Cyber Defense Cost vs. Effect Coefficient

In the diagram above we can see the relationship between country A’s cyber defense cost, 
CDa, and εa (epsilon a), the effect coefficient of a cyber-attack. As we increase cyber defense 
spending, logically the probability of a cyber-attack being successful goes down, approaching 
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asymptotically a line which we call the minimum effect coefficient, µ (miu). If we invest zero 
in cyber defense, then the probability of being hacked is 1. As we increase our investment, the 
probability of being hacked approaches µ.

We now need to relate εa to the probability of winning the war, Pa. To do so, we multiply 1-εa 
times Pa, (1-εa)Pa. 1-εa describes how much the cyber-attack affects the probability of winning. 
For example, if we do not invest anything in cyber defense and therefore εa=1, then 1-εa = 1-1 = 0, 
which multiplied by Pa, gives country A a zero probability of winning the war, because coun-
try B would have launched devastating cyber-attacks that render country A’s military totally 
ineffective.  

The relationship between εa and CDa is expressed by the following equation:

Where k is a constant that shapes the curve. If the investment in cyber defense, CDa, is equal 
to zero, then εa=1, meaning that the probability of getting hacked is 100%.

If we substitute this equation into (1-εa)Pa, we get the following:

 

This part of the equation is telling us that as we increase our cyber defense expenditure, CDa, 
the probability of a cyber-attack being successful goes down to a minimum of µ, and therefore 
the probability of winning the war, Pa, goes up from 0 (when εa = 1) and approaches Pa (1- µ) 
(when CDa is very large).

When we insert this into the overall equation, and also subtract CDa since it’s also part of the 
cost of war, we get the following inequality:

 

Let us see how this equation affects the Bargaining Model of War.

 

Figure 26. Baseline Model, No Cyber Operations & Implement Cyber Defense
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On the previous page we can see the Baseline Model with no cyber operations, and the Base-
line Model with cyber defense implemented. We can see that as CDa increases, the probability 
of winning for country A, Pa, increases. This happens because, as we saw, as CDa increases, the 
effect coefficient of a cyber-attack, εa, decreases, and therefore Pa increases. This increase in 
Pa shifts the bargaining range to the right, favoring country A. At the same time, the increase 
in CDa expands the bargaining range to the left, reducing country A’s Expected Utility for War. 
So, in general, increasing CDa reduces the risk of war, shifting the bargaining range to country 
A’s benefit.

2.13. COMPLETE INEQUALITY
Here we can see the complete inequality for the Rationalist Cyber Conflict Theory.

3. MODEL PREDICTIONS
The Rationalist Cyber Conflict Theory is a theoretical model, not an empirical one. This 

means that it is not designed to make precise predictions, but rather to aid in understanding of 
possible cause-and-effect dynamics.

1. Strategic Cyber Operations in the form of Extraction, Modification, and Denial of Service, 
have the capacity of modifying the probability of winning a war, and the cost of a war.

2. In the Bargaining Model for War, the larger the bargaining range is, the less likely it is 
that there will be a war.

3. A cyber operation that increases the cost of war (Mci) increases the bargaining range, 
and therefore reduces the risk of war. In other words, the costlier the war, the less like-
ly it will happen.

4. A cyber operation that decreases the cost of war (Ecd) reduces the bargaining range, 
and therefore increases the risk of war.
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5. A cyber operation that increases the probability of winning a war (Epi, Mpi, Dpi) does 
not modify the magnitude of the bargaining range, but it does shift it in favor of country 
A. This also means that country A’s Expected Utility for War increases. If the bargain-
ing range is small and country A’s Expected Utility for War is large, there is a greater 
probability that country A may misjudge the situation and cause a war.

6. A cyber operation that increases knowledge (Eki, Mki, Dki) causes the convergence 
between country A’s and country B’s perception of the probability of winning the war, 
making the bargaining range more visible, and reducing the risk of war. 

7. In a preventive war scenario, if a rising state launches cyber operations that increase 
its future probability of winning the war (Epi, Mpi, Dpi), it will increase the War Gap be-
tween the present and future bargaining ranges, increasing the risk of war.  The faster 
a rising state steals technology from the declining state, the higher the risk for war.

8. If a declining state launches cyber operations that increase its future probability of win-
ning the war (Epi, Mpi, Dpi) by stealing technology from the rising state, it will create 
an actual bargaining range, reducing the risk of war. 

9. In a Preemptive War Model, modeled with game theory, any cyber operation that 
increases the probability of winning the war, will increase the probability of war; any 
cyber operation that increases the cost of war reduces the risk of war; and any cyber 
operation that decreases the cost of war increases the risk of war.

10. An increase of cyber defense spending will increase the probability of winning a war but 
will also increase the cost of war. This will cause a shift of the bargaining range in the favor 
of country A, and increase the size of the bargaining range, reducing the risk of war.

11. Every cyber operation, when discovered, becomes a Knowledge Increase operation in a 
sense, because country B learns about country A’s cyber operations capabilities.

It is important to note that the model focuses on cyber operations undertaken by nation-states 
with clear geopolitical goals in mind. The model does not cover cybercrime activities, hacktiv-
ism, cyber terrorism, or emotion-driven attacks from cyber militias outside the control of the 
nation-state. 

4. CONCLUSION: IMPLICATIONS OF THE MODEL FOR CYBER WARFARE DOCTRINE
The objective of a national cyber doctrine is to describe the procedures that will be put into 

place to achieve specific objectives against rivals in the cyber domain. We offer here some strat-
egy and policy implications drawn from the modeling; these ideas need also to be considered 
in their broader strategic and security contexts.
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Cyber doctrine should be organized according to this Cyber Operations Matrix:

 

Figure 27. Cyber Operations Matrix

The first consideration is that the entities that implement each of the four quadrants should 
be independent from one another, albeit with close coordination. 

All Cyber Attack Operations should be conducted by the armed forces or other governmental 
entities explicitly operating under the authority of the nation’s defense leadership, given the 
possible political and military implications of such attacks. Allowing independent civilian or-
ganizations to participate in such cyber operations, such as hack-backs, could easily get out of 
hand. Likewise, Tactical Cyber Defense Operations should logically be conducted by the armed 
forces, given the fact that the networks being defended are military.

On the other hand, Strategic Cyber Defense Operations should be a coordinated effort of ci-
vilian entities and the armed forces. The logic behind this is that many of these types of cyber 
operations happen mainly in civilian networks. 

We will now cover in detail the implications of the model for Strategic Cyber Defense Opera-
tions, Strategic Cyber Attack Operations, and Tactical Cyber Operations.

4.1. IMPLICATIONS FOR STRATEGIC CYBER DEFENSE OPERATIONS
Companies tend to invest in information security no more than the expected loss that could 

result from a hack, expressed by the probability of being hacked times the loss of a breach. 
This is an optimum behavior for a single company, but very much suboptimal for the entire 
nation-state. For example, if a telecom gets hacked as a prelude to a kinetic war, the telecom 
loses money, but also the entire nation-state becomes vulnerable due to the lack of telecommu-
nications when the war starts. 
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We can describe this investment dynamic with the following graph:

Figure 28. Rational Investment Level

As we increase investment in information security, cyber risk goes down. In theory, if we 
were to invest enough, we would approach asymptotically the Minimum Risk Level Possible 
line. However, companies will stop at the Rational Investment Level, which is equal to or less 
than the expected loss of a hack. This will generate a Cyber Defense Investment Gap like that 
shown on the graph, which represents a danger for the nation-state. The only way of reducing 
this gap is through government action that would reduce the cost of information security for 
companies. For example, the government could subsidize software, equipment, and training in 
information security for strategic infrastructure companies, or it could give special tax breaks 
on their purchase. This economic support would shift the Rational Investment Level down, 
reducing the Cyber Defense Investment Gap.

A related problem is the jobs gap for information security professionals. According to the 
2017 Global Information Workforce Study,[9] the worldwide information security workforce gap 
will reach 1.8 million by 2022. We put forth that the reason behind this shortage is rooted in 
the Rational Investment Level. The jobs market is ruled by the forces of supply and demand, 
and the price that responds to differences between supply and demand for a job type is its sal-
ary. Given the large supply-demand gap in information security jobs, the salaries for such posi-
tions should be extremely high. If they were, this salary signal would eventually attract enough 
information security professionals to fulfill those jobs. But there is an economic restriction: The 
Rational Investment Level. Infosec salaries are a large component of a company’s annual infor-
mation security expenses, and a company will not invest above its Rational Investment Level, 
which is equal to or lower than the expected loss of being hacked, calculated by multiplying 
the risk of being hacked in a given year times the cost of a breach. So, no matter how large the 
information security gap is, salaries are not going high enough to close the gap thanks to this 
investment limit. We believe that the only possible solution is for governments to subsidize 
the training and salaries of information security professionals, remembering that this not only 
benefits the companies, but increases the national security of the country.
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On the other hand, as a response to the lack of enough qualified cybersecurity professionals, 
information security vendors are developing automated solutions driven by AI. We can expect 
this trend to grow, and eventually reach a point in which most cyber defense and cyber-attack 
processes will be largely executed by AI.

4.2. IMPLICATIONS FOR STRATEGIC CYBER ATTACK OPERATIONS
A nation-state may choose as part of its cyber doctrine not to engage in Cyber Attack Opera-

tions and focus only on cyber defense; that is a rational option if the nation-state does not have 
other nation-states as natural enemies.

For those nation-states that do have rivals and wish to engage them in the cyber domain, 
the main implication of this model starts with the concept that they only have three general 
types of strategic Cyber Attack Operations they can engage in (Extraction, Modification, and 
Denial-of-Service), and that these cyber operations should be used to achieve strategic shifts 
in relations with geopolitical rivals.  Therefore, the nation’s cyber security community should 
develop a catalog of possible Extraction, Modification, and Denial-of-Service actions it could 
implement against each rival’s economic, political, and military programs, to achieve specific 
strategic or military objectives. These plans should include an analysis indicating how each 
operation may increase or decrease the probability of winning a war, how it may increase or 
decrease the costs, and how it may modify the bargaining ranges. Logically, the cyber security 
community should also analyze the possible Extraction, Modification, and Denial-of-Service 
cyber operations that rivals could launch against their nation-state, what would be the strate-
gic motivations and consequences, and which Cyber Defense Operations should be in place to 
neutralize these strategic cyber-attacks.

It is important to note that Extraction and Modification can be conducted equally during 
peacetime and wartime, whereas Denial-of-Service should be used almost exclusively during 
wartime. This is because Denial of Service attacks can be temporarily devastating, but coun-
tries have the capacity to recover quickly from them. Therefore, it makes little sense to launch 
a Denial-of-Service attack if it is not going to be followed by a kinetic war, since such an attack 
would achieve nothing. The only exception to this is a Denial-of-Service, Knowledge Increase 
(Dki) attack, used to signal the nation-state’s cyber-attack capabilities. But one must take into 
consideration that after each attack, the rival will learn from it and harden its defenses. The 
best use of a Denial-of-Service attack is to launch it as a prelude to a kinetic war, to throw into 
disarray the enemy’s electrical grid, telecom services, logistics, and financial services, and use 
that as a force multiplier for the kinetic war that would follow immediately. Using a street fight 
as an analogy, the Denial-of-Service attack is the equivalent of knocking your opponent to the 
ground, while the kinetic war attack is the equivalent of pounding on him once he’s on the 
floor. If you just knock him to the ground and stop at that, he will just get up.
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4.3. IMPLICATIONS FOR TACTICAL CYBER OPERATIONS
In their paper “Understanding Centers of Gravity and Critical Vulnerabilities,”[10] Strange 

and Iron postulate that a center of gravity has three characteristics: critical capabilities, criti-
cal requirements, and critical vulnerabilities. Within the context of a military unit, its critical 
capabilities are the means it has to fulfill its operational mission. Its critical requirements are 
the conditions and resources essential for the military unit to exercise its critical capabilities. 
And its critical vulnerabilities are those critical requirements that can be neutralized by the 
enemy, significantly reducing the military unit’s critical capabilities. As an example, a critical 
capability of a battalion is the firepower it can bring to bear against enemy forces. Its critical 
requirements are personnel, equipment, fuel, ammunition, supplies, etc. Its critical vulnerabil-
ities are the core requirements that can be attacked by the enemy under its current operational 
scenario; these could be, for example, supply lines, or telecommunication capabilities through 
an electronic warfare attack.

 

Figure 29. Center of Gravity

In this Critical Requirements and Critical Capabilities diagram we see that we can further 
deliver critical requirements into three categories: information, matter, and energy. Matter 
critical requirements can be equipment and ammo, for example. Energy critical requirements 
are fundamentally fuel and electricity. And information critical requirements are the capabil-
ities provided by C4ISR systems (command, control, communications, computer, intelligence, 
surveillance and reconnaissance). Within the military unit, we can see the OODA Loop (ob-
serve–orient–decide–act), which is the method used to process all information coming into 
the unit and decide how to respond. We can also see that there are other processes running 
that are not related to decision making but are important for the unit. When all the critical 
requirements are met, and the OODA Loop and support processes are running correctly, then 
the military unit can deliver its critical capabilities. On the other hand, an attack on its critical 
requirements will degrade its critical capabilities.
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Matter and energy requirements are affected through kinetic attacks, such as attacking sup-
ply lines and bombarding supply depots. And germane to the model, information requirements 
are affected through tactical cyber-attacks, in the form of Extraction, Modification, and Denial 
of Service (EMD) operations launched against C4ISR systems. Military planners should focus 
on identifying the information security vulnerabilities that, when attacked, would cause the 
most degradation to the OODA Loop of the enemy military unit. Likewise, they should identify 
the vulnerabilities within the information critical requirements of their own military units, 
and how to protect them.

It is important to note that the EMD cyber operations can be either intensive and close to 
the battlefield, or insidious and far removed from the battlefield. An intensive attack could be 
a Denial of Service of a system controlling military telecommunications. While effective, such 
an attack is immediately obvious, and the enemy will likely be able to mitigate it in some way. 
On the other hand, an insidious attack could be, for example, the modification of a database 
in an equipment maintenance warehouse that causes the system to order the wrong parts for 
critical equipment. By the time the enemy discovers the attack, its critical capabilities may be 
significantly diminished, and it will take a long time to recover. So, both intensive and insidious 
EMD tactical cyber operations should be combined for maximum effect. The critical point is 
that military planners should make the maximum effort to identify and understand the sys-
tems and procedures of the enemy’s military units, develop a catalog of possible EMD attacks 
and their effects, and plan for the syncing of cyber-attacks with kinetic attacks to achieve a 
force multiplier effect. Likewise, they should map to the maximum detail possible the systems 
and procedures of their own military units, identify their information critical requirements, 
pinpoint their vulnerabilities, and implement the required tactical cyber defense systems.  
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ABSTRACT 

Foreign influence operations are an acknowledged threat to national security. Less 
understood is the data that enables that influence. This article argues that gov-
ernments must recognize microtargeting—data informed individualized targeted 
advertising—and the current advertising economy as enabling and profiting from 

foreign and domestic information warfare being waged on its citizens. The Department of 
Defense must place greater emphasis on defending servicemembers’ digital privacy as a 
national security risk. Without the ability to defend this vulnerable attack space, our ad-
versaries will continue to target it for exploitation.

INTRODUCTION 
 In September 2020, General Paul Nakasone, NSA Director and Commander of U.S. 

Cyber Command, called foreign influence operations “the next great disruptor.”[1] Nearly 
every intelligence agency in the United States government has been sounding the alarm 
over targeted influence operations enabled by social media companies since at least 2016, 
even though some of these operations started earlier. What often goes unstated and even 
less understood is the digital surveillance economy underlying these platforms and how 
this economic structure of trading free access for data collection about individuals’ lives 
poses a national security threat. Harvard sociologist Shoshana Zuboff calls this phenom-
enon “surveillance capitalism [which] unilaterally claims human experience as free raw 
material for translation into behavioral data.”[2] This behavioral data is transformed into 
increasingly accurate micro-targeted advertising.[3] The new surveillance capitalism has 
enabled massive information warfare campaigns that can be aimed directly at target pop-
ulations. The predictive power of surveillance capitalism is not only being leveraged for 
advertising success but increasingly harnessed for mass population control[4] enabled by 
massive amounts of individually identifiable, commercially available data with virtually 
no oversight or regulation. 
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This is not to say there is no oversight—data use and 
collection by the intelligence community is subject to 
significant oversight and regulation. This article, crit-
ically, is not about data use laws and areas that are al-
ready regulated. Technology companies such as Face-
book or Google exist in ungoverned spaces and are not 
subject to regulations like specific industries such as 
banking, education, or health care providers. For ex-
ample, medical companies are clearly bound by Health 
Insurance Portability and Accountability Act (HIPAA) 
and the banking industry is bound by Sarbanes Oxley, 
which includes data regulation components. Converse-
ly, the tech companies actually have a shield from liabil-
ity based on the Communications Decency Act, Section 
230.[5] This law places tech companies outside of regula-
tory restrictions rather than providing any meaningful 
limit on their actions and as a result creates a national 
security risk for the Department of Defense (DoD).

For example, Facebook has acknowledged its plat-
forms’1 abilities to help political campaigns target voters 
to defeat ballot initiatives[6] and, more recently, Channel 
4 News in the United Kingdom reported on how politi-
cal action committees (PACs) in the US targeted voters 
to decrease opposition turnout using the Cambridge 
Analytica dataset.[7] These incidents, and others have 
caused people to look at the concentrated power compa-
nies leveraged via these platforms. This article argues 
microtargeting allows individual-level messaging to be 
deployed to influence voting behavior and is able to be 
leveraged for more insidious dis/misinformation cam-
paigns. What started as a way for businesses to connect 
directly with potential customers has transformed into 
a disinformation machine at a scale that autocratic gov-
ernments of the past could only imagine. The US must 
recognize the current advertising economy as enabling 
and profiting from information warfare being waged on 
its citizens and address the threat. 

Jessica Dawson is an Assistant Professor and 
Research Scientist at the Army Cyber Institute. 
She holds a Ph.D. in sociology from Duke 
University and her research is focused on the 
intersection of social cohesion, narratives, and 
technology. 

1 Facebook also owns Instagram, Oculus, and WhatsApp.
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Fundamentally, domestic digital privacy is a national security issue. The DoD should place 
greater emphasis on defending servicemembers’ digital privacy as a national security threat. 
This is not a hypothetical issue. China recently accused a staff sergeant of being patient zero in 
the COVID-19 pandemic, which unleashed a torrent of attacks online against her.[8] Targeting 
of key individuals by foreign agents has always been a national security threat, and yet the cur-
rent advertising ecosystem is not currently widely recognized as an attack space. Consider a 
defense contractor that targets a senior military leader in order to sway his/her decision on an 
acquisition. What if a missile systems operator is identified and targeted for digital blackmail 
by North Koreans? Worse, consider if China is successful in convincing key US military officers 
that it poses no threat in the Pacific, leading to changes in the force posture that work in Chi-
na’s benefit. The murder of a Mexican American soldier and subsequent social media outrage 
at Fort Hood in 2020 demonstrates the impact a local incident can have on the national scale. 
All of this is enabled, with surgical precision, by the microtargeting advertising environment, 
fed by data gathered through apps, cell phones, games, and more.  

UNDERSTANDING DATA
Everyone who has ever bought a car or house, or applied for a credit card, understands that 

companies gather data about you, the consumer. An individual’s credit report shows what 
accounts they have, and the balances owed, and helps lenders determine if an individual is at 
high risk (low credit score) or low risk (high credit score) of paying back the loan. In a way, this 
is quantified trust. Credit reports are also auditable—every American is entitled to free credit 
reports each year to ensure that no one has opened accounts in their name or to ensure that 
nothing on the report is erroneous. 

Expanding further, companies such as Mastercard know everything an individual has pur-
chased on their credit card. Amazon knows what you have purchased on Amazon as well as 
how you paid for it. Companies have been gathering data on their customers for years, but the 
key element is that Mastercard knows one piece of this information, Amazon another, and so 
on. They do not know how you voted, for example, nor should they include that information in 
whether you get approved for a credit card. All of this changed as data became more ubiquitous 
and storage became cheaper. 

In the early days of the Internet, advertising paved the way to support platforms’ ability to be 
“free” —in exchange for access, customers gave up certain data. In turn, these companies used 
the data to better target advertising to potential buyers. First Google, then Facebook, figured 
out how to monetize all the information on individuals. Facebook quickly realized how much 
information it had on individuals and how much it could continually gather. Other data bro-
kers, such as Experian, Axiom, Magellan, and others, “followed people throughout their digital 
lives, through every move and every purchase, collecting as much as possible in order, osten-
sibly, to provide credit scores but also to make a profit in selling that information.”[9] Despite 
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initial outrages over privacy invasion, it became second nature to expect everything for free or 
low-cost subscriptions—music in terms of apps like Pandora, Spotify, or YouTube in terms of 
free music videos, tv shows etc., or Tiktok, allegedly the last happy place on the Internet. All 
this entertainment was accessed for free—or was it? The old adage that if you are not paying for 
a product you are the product is not entirely true. Not only are we the product but every aspect 
of our daily lives provides the raw material for this entire economic model. Companies are 
making billions of dollars off everyday life events with functionally no oversight, no regulation, 
and no meaningful ability to opt out.[10] 

ADVERTISING THEN AND NOW
There is an old quote in advertising that about 50% of it works, but advertisers don’t know 

which 50%.[11] Advertising has always been only “one small piece of getting consumers to buy”[12] 
and exists within a larger cultural framework. The holy grail of advertising has always been 
“bring a particular message to a particular moment to have a high probability of influencing 
their behavior.”[13] That desired behavior change has typically been targeted toward purchasing 
a product, and “mass behavior medication techniques [were defined as] unacceptable threats 
to individual autonomy and the democratic order.”[14] This instrumentarian power has been jus-
tified as unavoidable and inevitable in the pursuit of more targeted advertising. Yet, only once 
the power of this data began being used for political purposes did governments and people 
slowly begin to realize the level of influence a few private companies exert over their percep-
tion. Over the last 20 years, new “more complex means of behavior modification” have emerged 
along with a new, logic-based “instrumentarian power [which] knows and shapes human be-
havior towards other’s ends.”[15] While culture is a highly contested concept, for this article, it 
will be defined as “an attention-focusing institution.”[16] Social media design has been focused 
on capturing and selling access to that attention by better targeting content to keep people 
engaged.[17] Political advertising has benefited tremendously from this new, highly detailed 
information about potential voters.

Social science research typically uses demographic groups such as race, gender, and political 
affiliations to identify social groups' patterns and trends. For example, the 1980 election was 
the first time there was a significant gender gap between women and men voters in support 
for President Reagan.[18] Prior to surveillance capitalism enabling targeted advertising, political 
advertising was similar to other social science research. People were broken into large catego-
ries using variables that served as proxies for meaningful behavior.[19] Women were more likely 
to vote for education and healthcare than men, who were more likely to be motivated by nation-
al defense issues and the economy. Republicans were motivated by different issues than Dem-
ocrats.[20] However, these categories have historically been large and imprecise, which meant 
messaging had to be broad, and, as a result, broad messages would not necessarily resonate 
with the intended audience. 
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In order to understand why the transition to surveillance capitalism has enabled a new form 
of information warfare, we must first understand microtargeting as enabled by algorithms. 
These algorithms—computer code that shapes outcomes and records the responses—should 
be understood as “products of social forces.”[21] These algorithms did not always reflect such 
detailed knowledge about individual users; however, as more and more users “shared” more 
and more details about their lives, Facebook realized it had tremendous pools of new data from 
which to glean—and monetize—insights. “When people signed on to play games such as Candy 
Crush on Facebook, and clicked “yes” to the terms of service for that third-party app, they 
were opting in to give their data and the data of all their friends, for free, to the app developers 
and then, inadvertently, to everyone with whom that app developer had decided to share the 
information.”[22] 

Data-driven insights could be used to better target advertising in more and more effective 
ways. In his book Mindf*ck, Cambridge Analytica whistleblower Chris Wylie describes discov-
ering suburban women who do yoga, shop at Whole Foods, and yet attend anti-LGBTQ church-
es and donate to anti-gay causes.[23] Messages targeted to a voter in this demographic would 
have to be wholly different than messages targeted toward women who match those same 
demographic characteristics but do not attend anti-LGBTQ churches. A Facebook employee was 
stunned to discover that advertisements for TikTok that looked like they would be better tar-
geted toward teen girls were in fact accurately targeted toward his demographic: middle aged 
men were being targeted with videos of teen girls dancing. The accuracy of these algorithms is 
still being investigated by researchers but evidence suggests that  “based on only sixty-eight 
Facebook 'likes' an individual user might have garnered…those few 'likes' [could] predict skin 
color, sexual orientation, political party affiliation, drug and alcohol use, and even whether a 
person had come from an intact or a divorced household.”[24] Data-enhanced modeling is argu-
ably more accurate than human assessments.[25] The more data available to these companies, 
the greater accuracy that these messages can be targeted to drive desired behavior. There is 
a saying that “Google knows you better than your mother” because it has access to nearly 
every aspect of an individual’s online activity from appointments, to meetings to photos and 
searches, which may be highly embarrassing if they were ever to become public.[26] The Face-
book newsfeed is not displaying articles and updates in chronological order—users are seeing 
content that is continually tested to capture more of the user’s attention and spark emotional 
response.[27]  

FROM MICROTARGETING POLITICAL MESSAGES TO SOCIAL CONTROL
As early as 2011, the Defense Advanced Research Projects Agency (DARPA) researched social 

media information-sharing patterns and social media psychological profiling.[28] Combining de-
mographic information with psychological profile information like the Big Five Personality test 
apparently increased the accuracy of voting messaging.[29] The Big Five Personality trait test 
measures people along five-axes: openness, agreeableness, conscientiousness, neuroticism, 
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and excitableness.[30] For example, according to Cambridge Analytica's research, Republicans 
tend to rate higher on conscientiousness than Democrats. The 2008 Obama campaign was one 
of the first to purchase additional data such as magazine subscriptions and automobile buying 
history to provide “more context to each voter…yielding far more accurate information.”[31]  The 
possibilities for using this detailed information to inform political messaging were realized ear-
ly on by the Obama campaign, which was the first to use the term “persuadables” in attempting 
to quantify how likely some voters were to be persuaded to cast their vote for Obama.[32] A key 
aspect of these efforts is a form of experimentation known as A/B testing to find the right con-
tent to elicit the desired response. 

Following the 2016 presidential election, people became aware of the scale and detail as-
sociated with microtargeting political campaigns. As a result, Cambridge Analytica became 
one of the most notorious examples of data-assisted political microtargeting. It took traditional 
voter research and aggregated it with unprecedented levels of data. Cambridge Analytica de-
veloped an app called “My Personality…to build the first precise models of millions of Facebook 
users.”[33] It combined census data with political affiliation with shopping preferences. From 
Experian, it purchased “airline memberships, media companies, charities, amusement park 
attendances as well as government licenses.”[34] Combing all of this along with social media 
information, church attendance behavior, personality information, and voter polling provided a 
level of detailed analysis on individuals broken down by voting district.[35] By framing messag-
ing according to “psychometric profiles,” behavior modification can be achieved more reliably. 
“Persuasive appeals that were matched to people’s extraversion or openness to experience 
level resulted in up to 40% more clicks and up to 50% more purchases than their mismatching 
or un-personalized counterparts.”[36] Some of the marketing material claimed to have up to 750 
data points per person. The company also used traditional social science research methods like 
focus groups to determine what issues on the ground people cared about rather than relying 
on representative surveys. This gave its analysts powerful underlying knowledge of their target 
audiences. For example, the slogan “Drain the Swamp” rose out of focus groups conducted two 
years before the 2016 election.[37] 

Beyond domestic political campaigns, governments like the People's Republic of China are 
using data-driven analytics to exert social control over their own population. Over 1 billion 
Chinese users conduct over 60% of their transactions through the app WeChat,[38] giving the 
Chinese Communist Party (CCP) data not only about what people are buying but also the op-
portunity to deny people the ability to make purchases. WeChat “is state-recognized, electronic 
social-security identification and ID card” that “is the dream of the surveillance state.”[39] China 
has used WeChat to crack down on anything which poses a threat to the harmony and stability 
of the state. For example, it has 75 behavioral indicators such as growing a beard or calling a 
relative overseas that allegedly indicate potential religious radicalization.[40] This is not merely a 
concern for China's citizens. Tencent, a China owned company that is one of the largest gaming 
companies in the world, owns major stakes in popular games like Fortnite (console-based), Riot 
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Games (pc games), and Supercell (mobile). Recently, the U.S. Congress has begun questioning 
what data is being gathered and collected by the company and sent back to China's servers.
[41] Tiktok and Zoom have also come under scrutiny due to lack of clarity over what is gathered 
from individuals’ devices and sent back to China. While Chinese data collection is perceived as 
a national security threat, domestic data collection is viewed as a digital privacy issue—these 
are not separate issues. Domestic digital privacy is fundamentally linked to national security. 

MICROTARGETING AS INFORMATION WAR
The main difference between political microtargeting and military information operations is 

who is doing the targeting and who is the target. Information warfare is defined as “planned 
operations to convey selected information and indicators to foreign audiences to influence their 
emotions, motives, objective reasoning, and ultimately the behavior of foreign governments, 
organizations, groups, and individuals in a manner favorable to the originator’s objectives.”[42] 
There is very little difference between the methods of analysis, data collection, and actions 
used to influence behavior. Information warfare campaigns develop “insights on how best to 
persuade the target to change its behavior to one that is more favorable to US interests."[43] Con-
sumer patterns used in advertising help reveal additional insights about a population such as 
life course events. One now notorious story about successful digital targeting of advertising is 
the story of a father who received advertising for babies only to discover that his daughter was 
pregnant. The algorithm knew before she had told him.[44]

The fact that one is used on perceived foreign adversaries, whereas one is used to sell the 
latest hot holiday toy or to influence elections, is a distinction without a difference. The objec-
tive of surveillance capitalism-enabled advertising and information warfare is the same: to 
influence an individual’s behavior change in support of someone else’s goals. In advertising, 
the goal is to motivate someone to make a purchase or sign up for a mailing list or otherwise 
take action related to the sale of a product. What happens when these tools are used for 
darker purposes?

Social media reveals what people attach themselves to and data-aggregated microtargeting 
has allowed it to be weaponized.[45] In the US, the digital advertising market is estimated to be 
worth over 32 billion as of 2017, and the vast majority of this spending is concentrated on Face-
book and Google.[46] This is only the advertising spending—not the value of the data gathered 
and purchased. Recent independent investigations have raised questions about the accuracy 
of the ad campaigns on Facebook with Uber revealing they had cut their advertising budget by 
two thirds and saw no change in their engagement. The actual scope and value of this market 
are surprisingly difficult to measure, but using proxies, they can be estimated. For example, 
the smart home market, which includes things like Nest thermostat or Ring doorbell, is esti-
mated to be worth “36 billion dollars in 2018 and expected to reach 151 billion by 2023.”[47] The 
smart home market is an excellent example of the scale and scope of surveillance technologies. 
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Consider when Sarah Huckabee Sanders, the White House press secretary, tweeted about her 
2-year-old being able to buy toys via Alexa.[48] Sanders informed the entire world that she—a 
person with direct daily access to the President of the United States—had what was functionally 
a listening device in her home. While there is no evidence her smart speaker was hacked, it 
remains a potent vulnerability for everyone. 

The information extracted by the surveillance economy has granted anyone with the means 
to access these systems “direct access to the minds and lives of guards, clerks, girlfriends…a 
detailed trail of personal information that would previously have taken months of careful ob-
servation to gather.”[49] Individual cell phone users can be tracked using location-based infor-
mation updated in real time.[50] Recently, undergraduates at Harvard combined information 
available on the dark web with a purchased Experian database to identify nearly 1,000 high-net 
worth individuals in Washington, DC. “They were able to identify 1,000 people who have a high 
net worth, are married, have children, and also have a username or password on a cheating 
website. Another query pulled up a list of senior-level politicians, revealing the credit scores, 
phone numbers, and addresses of three U.S. Senators, three U.S. Representatives, the mayor of 
Washington, DC, and a Cabinet member.”[51] The sheer magnitude of information commercial-
ly available on individuals at scale makes it critically important that researchers understand 
“which behaviors of large groups of people can be influenced by applying psychological mass 
persuasion—both in their interest and against their best interest.”[52] This information is avail-
able legally from a wide variety of data brokers to anyone, including US adversaries. 

ALGORITHMIC POLARIZATION
Fake news spreads faster than accurate news,[53]  breaking down trust in institutions[54] that 

was already eroding over the last 40 years of growing economic inequality.[55] Following the 
Senate investigation into Russian election interference, the bipartisan, unclassified report de-
tailed how Russian operatives targeted  infrastructure during the 2016 US election using Face-
book-targeted advertising.[56] Additionally, Russian active measures used social media to exac-
erbate existing cultural tensions within the US.[57] Not everyone was caught unaware: Black 
feminists online realized some accounts were masquerading as Black activists and quickly began 
working together to identify misinformation attempts with the hashtag #yourslipisshowing.[58] 
Social media content is optimized to produce polarizing content[59] and researchers have 
demonstrated the contagion effect of highly emotional content.[60] The social contagion effect of 
social media has been well documented.  Facebook suffered an incredible backlash when it was 
revealed that it had manipulated people’s emotions by choosing happy or sad post updates and 
then monitoring people’s subsequent reactions.[61] Other research has demonstrated the con-
tagion effect of domestic terror groups.[62] The US military is not immune to these polarization 
effects, creating a significant attack surface for adversaries to weaponize against DoD. And yet, 
the ability to understand the attack surface within DoD is limited by law, some of the only legal 
restrictions that exist restricting who can access these data. 
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OPERATIONAL VULNERABILITIES
DoD is legally restricted from “collecting intelligence against US persons” by Executive Order 

(E.O.) 12333.[63] This, along with service-specific regulations like Army Regulation 381-10, has 
been interpreted to restrict analysis of publicly available data such as the data gathered on 
social media platforms or other data brokers. While there are exceptions to these legislative 
restrictions, the Army has largely kept hands off of domestic social media or its understanding 
of the underlying data. The result of this is that there is no agency within the Army charged 
with understanding the ways in which US adversaries can manipulate the domestic informa-
tion warfare space. Despite the fact that this data about US forces is readily available to our 
adversaries, the Army is unable to assess or respond to threats in the social media space. For 
example, when a recent case at Fort Hood involving missing soldier Vanessa Guillen went vi-
ral, Army leaders did not have the appropriate tools to understand the domestic social media 
situation, i.e., how the message was being amplified and spread.[64] 

The restraint on the US government’s ability to understand its own population’s social media 
and digital footprint ignores the ability of other governments and other agencies to engage in 
this same behavior. The New York Times recently purchased cell phone data on over two million 
users and showed how it was able to individually track people to and from work at the Penta-
gon.[65] This regulatory gray zone also ignores how government agencies can contract around 
these restrictions. Recently, The Wall Street Journal reported that the Department of Homeland 
Security (DHS) had purchased commercially available cell phone location data to target undoc-
umented immigrants.[66] The DoD is not completely unaware of these vulnerabilities and has 
purchased some of these databases in order to aid foreign operations.[67] After a Strava database 
leak revealed forward operating base perimeters due to personal GPS training devices, the 
military banned its use in deployed environments.[68] It has also banned the China-owned app 
TikTok from government cell phones but has not taken steps to prohibit soldiers from having 
it on their personal devices.[69] These are good first steps, but the implications are much bigger 
than specific apps or locations. 

The misinformation environment is not only an overseas operational concern. The consid-
erable misinformation surrounding masks during the COVID pandemic negatively impacted 
training and readiness for the military. Entire ships were docked as the crew became infected 
and the military infection rate in some cases exceeded the national level.[70] The military is 
made up of regular Americans and is not immune to the political debate about masks and 
freedom.[71] Algorithmic targeting of servicemembers with misinformation has a very different 
impact on national defense than on other communities, and these consequences do not disap-
pear within the geographic boundaries of the US. 

Military social media guidance offers limited utility in protecting users’ data from data collec-
tion. Other than the U.S. Special Operations Command privacy quick reference guides sheets, 
there is no policy or directive outlining how soldiers can or should remove their information 



72 | THE CYBER DEFENSE REVIEW

MICROTARGETING AS INFORMATION WARFARE

from public databases such as Spokeo or others. Servicemembers are not advised to avoid 
popular but famously insecure email services like Gmail, Yahoo, or MSN. Soldiers receive no 
advanced warning about the risks of installing Facebook’s Messenger on their phones, which 
gives the company access to their photos, contacts, location data, and messages.[72] Given the 
notorious difficulty of using DoD systems, forcing soldiers off free tools would likely backfire, 
but beyond that, any guidance targeted at the individual level is destined to fail. Collective 
efforts are necessary. 

RECOMMENDATIONS
There is no way for any individual to tackle the surveillance economy.[73] Individual privacy is 

networked and connected.[74] Even if an individual does not have a Facebook account, Facebook 
has a shadow account for them,[75] collected from friends’ phones, contact lists, and emails as 
well as data Facebook itself purchases. Privacy is not an individual effort; it is networked and 
requires networked solutions.[76] Location data cannot be turned off due to user requirements 
to ping the nearest cell phone tower and most apps fail to work if they don't have location 
data enabled. Additionally, the no/low cost of the current ad supported model enables public 
entities like schools to pivot online with little cost. Google Classroom, for example, offers cash-
strapped school districts digital access but at the cost of children’s privacy.[77] These tools are 
not inherently evil, but the lack of control and oversight over who can access their data, and 
with what data sets they can be combined, should be more highly scrutinized and regulated by 
governments. These tools are far beyond any individual’s ability to manage. 

The European Union’s General Data Protection Regulation (GDPR) and the State of California 
have taken meaningful action to regulate the data privacy market, but these protections are 
only the beginning of what is required.[78] DoD should engage with the major social media com-
panies to have them remove military servicemembers and their immediate family members 
from algorithmic targeting. DoD should also work with data brokers to prevent any service-
members and their immediate families from having their data collected or sold. Companies 
that sell smart devices should be required to segregate data that comes from military house-
holds to prevent it from being converted into covert surveillance,[79] much as Furbies were once 
banned from secure facilities. The California Consumer Privacy Protection Act, which went 
into effect in 2020, allows individuals to request their information be deleted—DoD should pre-
emptively do this for all servicemembers and families. Deleting this data would make it more 
difficult for individuals to be targeted for an online harassment campaign such as the sergeant 
accused by China of being COVID patient zero.[80] Preventing the data from being bought and 
sold would be another layer of protection for individuals. 

Another recommendation is to limit the level of experimentation that social media compa-
nies conduct on the population. Social media companies should be subject to the same hu-
man experiment restrictions as academic institutions and medical companies. Facebook has  
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conducted psychological experiments on emotional contagion,[81] and the platforms are con-
stantly being tested and revised to optimize for capturing attention. More insidiously, however, 
are reported Cambridge Analytica experiments that evaluated the relationships between per-
sonality and political outcomes[82] and also targeted “those who were more prone to impulsive 
anger or conspiratorial thinking”[83] with messages designed to inflame and provoke them, all 
without any meaningful informed consent. Medical companies and academic institutions are 
not allowed to conduct research on human subjects without informed consent and oversight 
to determine whether the value of the experiment is greater than the potential harm. Human 
subjects research was first limited after the horrors of the experimentation conducted under 
the Nuremberg Laws. Psychological manipulation research by the government, universities, 
and hospitals is dramatically limited due to concerns over individual autonomy, meaningful 
consent, and abusive practices.[84] Social media companies' experiments on populations should 
be held to the same oversight and regulation as hospitals and academic research in order to 
provide oversight and prevent harm. 

Furthermore, the algorithms being used are opaque and not widely understood. Recent re-
search has demonstrated how the Russians have weaponized fake military profiles against con-
stitutional foundations such as the right to protest or certain political parties,[85] eroding US citi-
zens trust in their military and their government. These social media companies have “allowed 
attack vectors on our societal cohesion…[given] direct access to the minds of US citizens.”[86]

Given that social media has been linked to genocide,[87] any future changes to the platforms 
should be halted until the algorithms' effects on individuals and society are better understood.[88] 
No military in its right mind would allow its servicemembers to be experimented on; yet, that 
is exactly what happens every day with misinformation on social media.

Part of this oversight should be to require researchers be given direct access to data and al-
gorithms in order to understand the social and psychological aspects of social media microtar-
geting. There are very real questions about the validity of the claims made by these marketing 
companies.[89] If data is not the promised new oil but rather snake oil, governments have an ob-
ligation to reign in a potentially fraudulent market.[90] Currently, researchers are limited to what 
data is released by the platforms and are unable to meaningful replicate studies to test wheth-
er private companies like Cambridge Analytica actually manipulated election outcomes.[91] 

  Academic researchers are unable ethically to conduct the same experiments Facebook and 
other companies have performed and these companies should be required to grant access to 
universities and government agencies in order to determine what worked and how to defend 
against these tactics in the future. Access to this data should be highly restricted given national 
security concerns. 
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CONCLUSION
Information microtargeting, surveillance capitalism, modern advertising, and foreign influ-

ence operations are essentially synonymous and represent a national security concern that 
DoD and the rest of the federal government must address. In today’s media environment, how-
ever, “if you make it trend, you make it true.”[92] The ability to target the trending message 
toward people more likely to be receptive to it reduces national security and further erodes 
already weakened trust in institutions. Because nearly all of this data is available for purchase 
by anyone, surveillance capitalism has opened up an information warfare attack space on the 
American people, one the DoD is currently unprepared to defend. While there are limitations 
to what messages the US government can target at its citizens,[93] there are very few limita-
tions on what foreign governments can target toward other populations. Current limitations 
are based on terms of service violations rather than national security concerns. This should 
stop. Facebook founder Mark Zuckerberg has stated that his company will not fact check po-
litical advertisements.[94] It has outsourced its content moderation to contractors, several of 
whom suffer from PTSD due to the horrors of the content to which they have been exposed.[95] 
Zuckerberg argues that Facebook’s success is patriotic in order to stand as a bulwark against 
China's dominance[96]—this a deflection attempt disguising the fact that Facebook serves its 
own ends and not national interests.[97] There is bipartisan acknowledgment that Russia  spon-
sored several disinformation campaigns within US geographic boundaries during the 2016 
campaign.[98] Facebook initially dismissed these claims, but, as evidence mounted, it was forced 
to acknowledge abuse of its system.[99]

The microtargeting environment enabled by surveillance capitalism sacrifices collective se-
curity in the name of a free-market economy. Governments must wrestle with the implications 
of the surveillance economy sooner rather than later. This pits the interests of the companies—
profit—against the Constitution and interests of national security. This is a false dichotomy. 
Profit tends to do better in a stable society—destabilized societies do not buy things on the 
Internet. There is nothing in the Constitution that prevents the government from regulating 
industries, especially dangerous industries and their products. For all the good these technol-
ogies have enabled, there is ample evidence that they are enabling the erosion of the founda-
tions of freedom and democracy. Since most of these companies are based in the US, taking 
meaningful action to limit their reach and power over American citizens' digital lives would 
have meaningful global impact. It would also reestablish the US global commitment to values 
such as freedom and democracy by reigning in tools currently being used to undermine both. 
It would also offer an alternative to the global worldview of the People's Republic of China that 
prioritizes harmony aligned with China's interests over any conception of human rights and 
uses vast digital surveillance to accomplish this compliance.     
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ABSTRACT 

For approximately thirty years an unanswered question has hung over the military 
enterprise of nation-states: As the digital information age progresses, should we 
construct a military for the information age, or should we construct an information 
age military? The former would be an old enterprise applying new tools to its roles 

and missions. The latter would be a new enterprise. The new tools would not only alter the 
roles and missions the military prosecutes; they would alter the primary purposeful activ-
ity of the modern military. The short answer is that militaries and the national security 
communities that support them have hedged, wary of the uncertainty which comes with 
complex change. Into this gap has grown a new type of insecurity – a type not confined to 
military affairs and national security but society-wide – which open societies in particular 
are yet to fully understand and, thus to develop an appropriate response. The formulation 
of an appropriate response ties directly back to the thirty-year question. The response, 
where it exists, is decidedly fragmented. A new addition to the associated lexicon—"cogni-
tive warfare”—has made its way into the discussion and makes no pretense of being con-
fined strictly to military affairs. While a topic of increasing interest, anything resembling 
a bounded and discrete set of meanings to be associated with cognitive warfare has yet to 
emerge and seems a way off. This article aims to address this omission and to take stock 
of how the national security, intelligence, and defense (NSID) communities might begin 
to approach a coherent understanding of cognitive security. It argues the conflation of 
operational information warfare with cognitive warfare is a category error that must be 
addressed first. The hubris of the early digital age provides a lesson to be avoided. 

© 2021 Dr. Zac Rogers

Dr. Zac Rogers   

The Promise of Strategic Gain  
in the Digital Information Age:  
What Happened?



82 | THE CYBER DEFENSE REVIEW

THE PROMISE OF STRATEGIC GAIN IN THE DIGITAL INFORMATION AGE: WHAT HAPPENED?

INTRODUCTION
For approximately thirty years an unanswered 

question has hung over the military enterprise of na-
tion-states: As the digital information age progresses, 
should we construct a military for the information age, 
or should we construct an information age military? 
The former would be an old enterprise applying new 
tools to its roles and missions. The latter would be a new 
enterprise. The new tools would not only alter the roles 
and missions the military prosecutes; they would alter 
the primary purposeful activity of the modern military. 
The short answer is that militaries and the national 
security communities that support them have hedged, 
wary of the uncertainty which comes with complex 
change. Scholars of war will note that, at least since the 
Treaty of Westphalia, warfare ultimately has reflected 
the types of societies which mandate its conduct. How-
ever, as John Keegan notes, warrior culture follows so-
ciety at a distance. In fact, “The distance can never be 
closed, for the culture of the warrior can never be that 
of civilisation itself.”[1] Into this gap has grown a new 
type of insecurity, which society at large is yet to fully 
understand and for which it is yet to mandate an ap-
propriate response. The formulation of an appropriate 
response ties directly back to the thirty-year question 
but contains a twist. As the military enterprise has in-
teracted with, incorporated, and in some cases, offload-
ed capability and responsibility for military-technical 
innovation to private enterprise, society too is reorient-
ing around those shifts. The roles and statuses of infor-
mation technologies of control and violence, as a result, 
are no longer chiefly military business.  Yet whose busi-
ness are they? And how is this changing what we mean 
by security?

Three overlapping themes, Information Warfare 
(IW), Dominant Battlespace Knowledge (DBK), and Net-
work-Centric Warfare (NCW), dominated discussion 
and debate about military-strategic affairs within the 
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national security, intelligence, and defense (NSID) communities of the United States, its allies, 
competitors, and adversaries throughout the 1990s. The associated discursive and extra-dis-
cursive practices were situated under the rubric of a “Revolution in Military Affairs” and were 
primarily driven by developments in the application of digital information and communication 
technologies (ICT) to NSID affairs.[12] Digital ICTs were of course entering every aspect of the 
civilian domain at the same time, leading to an abundance of scholarship and commentary on 
the dawning of a networked digital information age or various aspects and iterations of it.[3]

Well into its third decade, the digital age has brought about several variations on these early 
discussions and the expectations contained therein. In particular, the evolution of IW has, in 
recent publicly observable episodes, undergone a transformation. Associated in the past pri-
marily with the military battlefield, IW leached into the civilian domain as strategic contests 
between nation-states in the digital information age became more comprehensive. Today IW 
is widely understood as endangering the functional viability of entire societies.[4] An explana-
tion as to how this came about has not been forthcoming. The widespread public expectation 
remains that the NSID community is still in charge and is busy formulating the appropriate 
and proportionate response to a host of intrusions, influence operations, and outright attacks. 

The response, where it exists, is decidedly fragmented, however. A new addition to the as-
sociated lexicon—"cognitive warfare”—has made its way into the discussion and makes no pre-
tense of being confined strictly to military affairs. An early criticism of IW was that it seemed 
to incorporate an indistinct set of themes and boundaries. While a topic of increasing interest, 
anything resembling a bounded and discrete set of meanings to be associated with cognitive 
warfare has yet to emerge and seems a way off. This article addresses this omission and then 
proceeds to take stock of how NSID communities might approach a coherent understanding of 
cognitive security. It argues the conflation of operational information warfare with cognitive 
warfare is a category error which must be addressed first. The hubris of the early digital age 
provides a lesson to be avoided. 

From the Information Edge to Cognitive Insecurity

A series of assertions published in Foreign Affairs in 1996 by renowned International Rela-
tions (IR) scholar Joseph Nye and then U.S. Navy Admiral William Owens captures the prevail-
ing attitude among a good portion of the US NSID community regarding the strategic advan-
tage expected to accrue to the US as the digital information age unfolded:

mKnowledge, more than ever before, is power. The one country that can best lead 
the information revolution will be more powerful than any other. For the foreseeable 
future, that country is the United States. 

m(America’s) subtle comparative advantage is its ability to collect, process, act 
upon, and disseminate information, an edge that will almost certainly grow over 
the next decade.



84 | THE CYBER DEFENSE REVIEW

THE PROMISE OF STRATEGIC GAIN IN THE DIGITAL INFORMATION AGE: WHAT HAPPENED?

mThis information advantage can help deter or defeat traditional military threats 
at relatively low cost. 

mThe information advantage can strengthen the intellectual link between U.S. foreign 
policy and military power and offer new ways of maintaining leadership in alliances 
and ad hoc coalitions.

mThe United States can use its information resources to engage China, Russia, and 
other powerful states in security dialogues to prevent them from becoming hostile.[15]

Nye and Owens were expressing what much of the discourse on the digital age of the 1990s 
had, by the turn of the century, taken as a near-certainty.[6] This cannot be passed off as mere 
media or academic hype. As Carl Builder noted, it was primarily factions within the US mili-
tary determined to convince those in and out of uniform who held the purse strings that this 
was real.[7] Summarily, the prevailing view was that as humanity collectively moved from the 
industrial age to the information age, from industrial societies to information societies, from 
industrial warfare to information warfare, and from industrial economies to “knowledge” econ-
omies, the investments the US had made in a regime of digital ICTs during the Cold War were 
set to pay off in spades. The ICT edge was not only militarily relevant—its reach was far broader, 
and is now even more so. 

Like much of post-war defense-led development, digital technology was naively dual-use and 
would likely magnify advantages as it was incorporated across each sector of society. The pro-
found challenge to organizational structures presented by the digital age would likely also 
accrue to America’s advantage–its open culture and rule of law, entrepreneurial spirit, commit-
ment to market mechanisms, and reification of innovation was not a set of conditions enjoyed 
by any of its competitors.[8] The digital age would likely multiply US advantage in all these ar-
eas, leading to a cascade of advantages shared with allies, with which no rival to US dominance 
could hope to compete.[9] 

If used wisely, the US could leverage its dominance not only to deter open military aggression 
but to dissuade competitors from even embarking down a path toward direct rivalry.[10] In this 
way, the US could perhaps become an efficient manager, rather than a costly enforcer, of an in-
creasingly benign post-Cold War international order.[11] While a contentious assertion, the way 
seemed open, perhaps like never before, for commerce to shade geopolitics as the central theme 
of strategy and for American society to reap the rewards.[12] If any of this were so, not only the 
military’s roles and missions but its purpose as an enterprise would be under serious review.[13]

The majority of the discourse from this time is rightly careful to point out the possible cave-
ats and potential pitfalls of rushing to a digital future. The wave of enthusiasm, however, was 
difficult to deny. Barely twenty years on, and in the thick of a now ubiquitously insecure digital 
age, to reflect on these expectations is to experience a sense of vertigo. Expressing starkly con-
trasting sentiments, the 2018 US National Defense Strategy states:  
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Today, we are emerging from a period of strategic atrophy, aware that our competitive 
military advantage has been eroding. We are facing increased global disorder, char-
acterized by decline in the long-standing rules-based international order—creating a 
security environment more complex and volatile than any we have experienced in 
recent memory. Inter-state strategic competition, not terrorism, is now the primary 
concern in U.S. national security.

Of the challenge to American society in the aftermath of Russian interference in the 2016 
Presidential election,[14] former U.S. Director of National Intelligence James Clapper writes, “I 
believe the destiny of the American ideal is at stake.”[15] Former NSA and CIA Director General 
Michael Hayden has described the processes which protect American society from the risk 
of Hobbesian chaos as being “under stress, and that many of the premises on which we have 
based our governance, policy, and security are now challenged, eroded, or simply gone.”[16] 

Scattered throughout the earlier discourse were several salient warnings for digital age en-
thusiasts. By the late 1990s these warnings increased. Among them, Martin Libicki noted that 
the quest to “illuminate the battlefield”[17] with a globally situated and connected grid aug-
mented by digital ICTs, which would expedite US and allied networked operations and could 
make military aggression harder for adversaries to prosecute. This could also be undermined 
and repurposed as a medium for the propagation of information warfare that leads to a greater 
likelihood of violent confrontation.[18] A monograph produced by RAND Corporation in 1999, 
while claiming “these changes have affected the global balance of power in favor of the United 
States,“ also warned:

Information that is readily available is available to friend and foe alike; a system 
that relies on communication can become useless if its ability to communicate is 
interfered with or destroyed. Because this reliance is so general, attacks on the 
information infrastructure can have widespread effects, both for the military and 
for society. And such attacks can come from a variety of sources, some difficult or 
impossible to identify.[19]

Either an illuminated and therefore less violent battlefield, or an insecure substrate of com-
plex and interconnected vulnerabilities, could be the prevailing outcome of a digital age that 
cannot be quarantined from the civilian domain. Libicki wrote of the dilemma, “Some systems 
make it easier for nations to resolve their differences and trust one another; others, by their 
nature, exacerbate suspicion.”[20] Twenty years ago Libicki wrote that the United States had a 
fundamental choice between these two national defense paths.[21] Builder wrote that the US 
military found itself torn between a conservative path, of executing existing roles and missions 
more effectively with the addition of digital ICTs, and a more radical path in which a new type 
of war and warrior would emerge.[22] Andrew Marshall warned at the same time of the deep 
uncertainty brought about by the complexity of the coming era.[23] The events of 2016 offer an 
opportunity to pause and evaluate which path has been taken and its implications. 
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Information warfare in the national security, intelligence, and defense space is incorporated 
by a large and multi-disciplinary discourse. Subject areas as diverse as international security 
and strategic studies, cyber studies, the fourth industrial revolution, and future warfare have 
all engaged with aspects of IW in often indistinct and overlapping ways.[24] Often the problem 
with IW is knowing what it is not. Recent events, for example  2016’s election interference and 
2020’s Solarwinds exposure to name just two, have brought renewed attention to the subject, 
and naturally its concepts and assumptions are evolving as discursive and extra-discursive 
practices challenge the veracity of existing assumptions about the subject.[25]

Prior to this increased in attention, IW attracted a prolonged wave of consideration from the 
NSID communities in the United States and those of a host of US partners, competitors, and 
adversaries in the early 1990s.[26] The focus was concurrent with the increasing application of 
digital information and communication technologies to NSID affairs and the contemplation of 
the implications in both IR and Strategic Studies.[27] For militaries, the deluge of data brought 
on by these new technological inputs engendered a major rethinking about ways, means, and 
ends with regard to contemporary warfighting, captured by the shift from attrition-based to ef-
fects-based operations. Of the thinking behind the shift, Edward Smith, Jr., wrote the following: 

The world in which we live is and always has been complex and filled with ambiguities 
and uncertainties, and the most complex part of this world has always been man 
himself – a point that operations in Iraq and Afghanistan underscore every day. Yet, 
in spite of this pervasive non-linearity, military efforts have tended to focus on linear, 
attrition-based solutions to linear warfare problems that often have little to do with 
our messy reality. Effects-Based Operations (EBO) focus on the single most complex 
aspect of this world: human beings and human organizations.[28]

This shift engendered a mismatch with existing levels of analysis in which tactical, oper-
ational, and strategic ends, ways, and means could be usefully demarcated across physical 
domains for clarity, coordination, and efficiency of effort.[29] The shift from attrition to effects 
in an unprecedented information-rich environment was to make strategic competition a soci-
ety-wide, information-centric totality.[30] The traditional strategic art, contending with others 
for survival on contested terms amid scarcity, would take place in this new materiality. Of EBO, 
Smith continues:

They treat national power as a whole and consider its application not just to military 
operations but across the entire spectrum of competition and conflict from peacetime 
deterrence, to crisis response, to hostilities in all their varied forms, to the restoration 
of peace.[31] 

Previously well-defined lines of demarcation between military and civilian domains and 
peace and war were being quietly demolished by forces driven and enabled by the digital age. 
Publicly available discourse stating this reality among US allies was scarce, perhaps for obvious 
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reasons, while competitors and adversaries seemed more comfortable making it clear.[32] The 
digital information age would bring many aspects of strategic competition among nation-states 
away from the battlefield and more into the civilian domain,[33] and its center of gravity would 
home in on the mind of the individual–the cognitive agent. As cognitive neuroscientists More-
no and Giordano have noted, the human brain has become the locus of contending in the 21st 

century.[34] A new term in line with this evolution—"cognitive warfare” (CW)—has recently been 
used by high-ranking military officials, discussed and debated by military practitioners in for-
mal and informal settings, and is being grappled with by the NSID and academic communities 
at large.[35] In September 2017, Air Force Chief of Staff, General David L. Goldfein, remarked 
at the Air, Space, and Cyber Symposium, “We’re transitioning from wars of attrition to wars of 
cognition.”[36] At the 2016 DODIIS Worldwide conference, Director of the Defense Intelligence 
Agency, Lieutenant General Vincent R. Stewart remarked, “How do we win warfare in the infor-
mation age when the emphasis is as much on the cognitive as much as it is on the kinetic?”[37]  
The ways in which CW is distinct from IW, if it is distinct, have not been clarified.

Defining the Difference

IW is a battle for information where CW is a battle of information. Unpacking this simple 
definition will reveal why this is so, and why CW is a so far under-acknowledged divergence 
from IW with significant ramifications for the NSID community. Conflating the two is a cate-
gory error, which stifles understanding, and thus development of the appropriate response. 
All aspects of operational IW involve actors contending over information within specified and 
assigned contexts in which the orientation of the context to the contending is settled. CW, con-
versely, involves actors contending within unspecified and unassigned contexts, in which the 
orientation of the context literally is the contest. The specification and assignment of context 
to information is what first gives it meaning, into which a contest can be entered by human 
actors—it is information which has been de-alienated by a cognitive process. Unspecified and 
unassigned information exists alienated from context—the contest shifts to the very process of 
de-alienation in which the information acquires its meaning. It is a cognitive contest and highly 
asymmetric in favor of the spoiler. 

CW is really nothing like “warfare” at all, if we allow for the general heuristic that warfare 
normally involves contending parties knowingly engaged in the act of contending. Each party 
understands the context in its own way, but the context represents a minimal shared under-
standing that a contest has been entered into by the parties concerned. CW to date has been 
something more akin to terrorism or insurgency, whereby parties are engaged in continuous 
political opposition punctuated by infrequent acts of public violence against others to cause 
some often unspecified or frequently amended change in the behavior of the opposing polity. 
Though these are imperfect analogies. We will need to develop an understanding of a heteroge-
nous type of cognitive violence which can be at once public and deeply private, non-lethal and 
highly destructive to human intellectual, emotional, and psychological states, blunt and undi-
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rected as well as precise and tailored, and most times non-kinetic in the traditional military 
sense. The type of cognitive violence in mind can easily cause major disruption in the normal 
functioning of societies as well as significant changes in behavior without being assigned a 
specified meaning.[38] As Rand Waltzman urged, the time to specify and assign a new cognitive 
security paradigm is now.[39]

In 1995, Libicki wrote of information warfare, “All forms of struggle over control and dom-
inance of information are considered essentially one struggle, and the techniques of infor-
mation warfare are seen as aspects of a single discipline.”[40] It is difficult to imagine a more 
all-encompassing description. The official DoD definition did not fare much better on detail. IW 
was described as:

Actions taken to achieve information superiority by affecting adversary information, 
information-based processes, information systems, and computer-based networks 
while defending one’s own information, information-based processes, information 
systems and computer-based networks.[41] 

These actions were distinguished in practice by NSID communities into overlapping sub-cat-
egories, all involving the protection, manipulation, degradation, and denial of information, and 
could range from the analog to the digital, be transmitted via anything from carbon to silicon, 
and could manifest in the oldest forms of conflict to the newest technologies.[42] This taxonomy 
reflected a unique puzzle regarding information warfare that persists to the present day: if it 
can be everything at once, what is it not? In what sense and under what terms does it have a 
beginning and an end? Would battle be joined deliberately or by accident? This enduring puz-
zle produces another unhelpful problem: if information warfare is essentially indefinable, any 
definition that does tend to stick will be one imposed on it, often by a single constituency or the 
most motivated actor. In many ways, this has been the case with IW since the mid-1990s. Alvin 
Toffler and Heidi Toffler foresaw this predicament in War and Anti-War in 1993.[43] Viewing the 
history of warfare as essentially reflecting the incumbent society’s mode of production, the 
emerging information age would inevitably be the age of an unrestricted and ill-defined new 
paradigm of information war.

Military organizations most often speak of the struggle for information in the context of the 
quest for operational situational awareness and in aid of weapon performance. Not particularly 
advantageous on its own, situational awareness is the foundation of the pursuit of “dominant 
battlespace knowledge” (DBK).[44] DBK connotes the cognitive capacity required to make effec-
tive use of superior situational awareness—to enable and augment the delivery of lethal effects 
on the battlefield while defending friendly forces from attack. The struggle for information has 
been understood as involving both offensive and defensive measures, including lines of effort 
in ISR (Intelligence, surveillance and reconnaissance), EW (electronic warfare), IO (information 
operations), CyberOps (cyber operations), and PsyOps (psychological operations), conducted to 
enable the lethal activities common to military organizations.[45] IW in the military domain has 
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been conducted under the rubric of both conventional and unconventional war involving both 
regular and irregular forces.[46] These represent specified and assigned modalities of contesta-
tion because they are conducted at the operational level. 

As Libicki explains, however, while the imperative to conduct lines of IW effort under a uni-
fied construct has been acknowledged by US and allied forces since the 1990s, no such unity of 
effort has emerged despite significant effort, and each line of effort continues to be conducted 
by separate services in contingent and episodic fashion.[47] Significant advances in each line 
of effort have been achieved over that time, particularly in the years since 9/11,[48] without 
the emergence of a coherent and viable framework whereby network effects can leverage the 
much-desired dominant battle space knowledge. IW efforts have not been unified into a strate-
gic main effort. This is not a failing: it should be understood as a category error that reflects the 
inherent tension between the two paths noted earlier.

Cognition is at the center of all modes of contending, a foundational assertion in the work 
of renowned military thinker John Boyd.[49] Boyd’s OODA (observe–orient–decide–act) loop is 
a well known concept within military organizations and beyond, yet arguably its most pivotal 
element is often overlooked.[50] The core of the OODA loop is the second “O”—orientation. The 
capacity to observe, decide, and act is meaningless in any form of contending between humans 
if orientation is left unaddressed. Herein lie the consequences of category error. Orientation 
is central because any form of contending for information which occurs under conditions of 
complexity cannot assume the stability of those conditions and therefore the context in which 
the contending is occurring. 

The most fundamental strategic assumption one can make concerns the cognitive conditions 
in which the contest is occurring—the orientation of the contenders with regard to reality. 
Arguably Boyd’s most fundamental insight, drawing upon and synthesizing a multidisciplinary 
scientific and philosophical discourse,[51] was that the assumptions of scientific realism, the 
orientation under which reality is considered a discrete system of objects to which transient 
human subjects attempt to gain veridical access, is a cognitive weakness and a potentially ex-
ploitable vulnerability. Robert Coram summarized the centrality of orientation as follows: “Any 
inward-oriented and continued effort to improve the match-up of a concept with observed real-
ity will only increase the degree of mismatch.”[52] The assumptions of scientific realism applied 
to complex strategic contending between humans increase the risk of mismatch.[53] 

IW, in the way it is conceived and fielded by military organizations, is categorically opera-
tional IW. It is in essence a set of inward-oriented and continuous efforts. These efforts have 
pre-specified and pre-assigned utility and function associated directly or indirectly with sup-
porting the delivery of lethal effects on the battlefield. It is a category error to associate oper-
ational IW with the challenge of cognitive security, which has been brought on by the demol-
ishing of boundaries in the digital age. Boyd and others knew that, as information flooded the 
modern warfighter in the digital age, it would quickly become an impediment if the cognitive 
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element was not prioritized. DBK is aimed at this goal. However, when strategic contending 
occurs via unspecified and unassigned modalities which treat the spatial-temporal locus of the 
contest as everywhere and all the time, as Smith conjectured, DBK does not exhaust the bound-
aries of the contest. The orientation is the contest. It determines the context and therefore the 
boundaries of the contest. Operational IW is Popperian science.[54] Cognitive security needs to 
be Polanyian-Kuhnian science.[55]

The potential of network effects, emerging in parallel with IW and part of the discourse 
on the digital age (also known as the network age), was also a hugely popular concept from 
the late 1990s.[56] Proponents of network-centric warfare envisioned an information-rich infra-
structure delivering DBK not only to a network of US forces but potentially across allied coa-
lition networks, vastly expanding the capacity to meet future threats to security with a more 
evenly shared burden of costs and risks.[57] Like IW, NCW struggled to transform from theory 
to practice. The US has repackaged NCW into its Multi-Domain Operations concept, which is 
highly derivative of the former.[58] Most contemporary militaries today remain committed to 
a version of networked warfare, while the scope and scale of early hopes have been dimmed 
by hard limits on its realization—constraints often more political in nature than technical.[59] 
Despite some extraordinarily lofty expectations, for the US and allied NSID communities, IW 
in the digital age is an operational contest for electrons stored in and transiting the electromag-
netic spectrum (EMS) via silicon-based infrastructures as adjunct to achieving lethal battlefield 
effects, the object of the main military effort. 

US and allied battlefield experiences in South and Central Asia and the Middle East since 
2001 have honed and refined aspects of IW lines of effort, while much of the anticipated stra-
tegic level from the domination of digital age warfare is difficult to ascertain. Many would 
contend it does not exist and has become, in fact, a strategic liability as cognitive insecurity 
has gripped many of the polities for which the strategic gain was primarily intended.[60] Further 
iterations of NCW in aid of situational awareness, DBK, and IW, will continue to meet specified 
and assigned military utility.[61] They will not address the needs of cognitive security. Cognitive 
security must be assigned a separate category. 

Option Dominance?

A review of the discourse on the early military-strategic expectations associated with IW, 
DBK, and NCW reveals a tale of missed opportunities, if not outright concept failure. That ex-
pectations were high is an understatement. According to then Admiral William Owens, writing 
in 1995, the US could expect to be:  

On the other side of this new revolution in military affairs years, perhaps decades, be-
fore any other nation. This is important for many reasons; one of the most significant 
is that completing the revolution offers us the opportunity to shape the international 
environment, rather than simply react to it.[62] 
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All authors writing on these concepts were careful to acknowledge the risks, potential vul-
nerabilities, and obstacles regarding the pursuit of rapid and highly innovative military trans-
formation. Long lists of technical, political, and organizational challenges were readily admit-
ted. The fundamental view, however, was not readily questioned: the quest to leverage the 
already extensive US advantage in digital age warfare would lead to outsized strategic gain. 
The most compelling of these arguments was centered on the concept described by David Al-
berts as “option dominance”.[63] To summarize, option dominance referred to the expectation 
that, even allowing for the maximum level of push-back across each of the technical, political, 
and organizational challenge areas, strategic gain would accrue to the US and perhaps a select 
group of allies and partners. 

The source of this relative gain was in the tendency for actors, who might be able to compete 
and even gain asymmetric advantages in narrow channels of digital age warfare, to be maneu-
vered nonetheless into a military-technical strategic cul-de-sac by US and allied dominance. 
Thus, any asymmetric gain would accrue an opportunity cost, which is why Libicki described 
such methods as second-best.[64] Each opportunity an adversary is forced to forfeit accrues a 
strategic gain to the dominant actor. The next asymmetric gain forfeits another opportunity 
cost and so on until the weaker adversary is forced to come to strategic terms in which the 
dominant military-technical actor holds all the cards. Option dominance was at the heart of 
NSID community expectations about the military/strategic-level contest likely to play out as 
the digital age swept through military organizations.[65] 

In comments at the beginning of the 1999 RAND monograph, Andrew Marshall delivers 
what might be the discourse’s most overlooked statement: “Information advances will affect 
more than just how we fight wars. The nature and purpose of war itself may change.”[66] The 
most obvious flaw in the option dominance thesis is that it assumes stability in the context 
under which the strategic competition is being conducted. An example of inward orientation, it 
assumes a finite set of options. The assumption of finitude is essential in narrow and discrete 
contests. It is a liability in open and complex contests. The literature on digital age warfare 
from the 1990s is more or less unanimous in the implied expectation that its fundamental 
purpose will be to facilitate application of lethal military force on the physical battlefield. Some 
allowance for unexpected developments is conveyed, but even the potential for a “black swan” 
event is understood within the context of the primacy of the lethal contest from which all other 
political and strategic ends are enabled. 

This orientation toward the nature of war has been among the least challenged items in the 
canon of western military and strategic thought. It atrophies beneath the deep institutional 
faith in technological supremacy,[67] a well-documented feature of the US orientation toward 
strategic power (despite Boyd’s influence). The costly assumption remains that the most conse-
quential black swan event will be one that emerges in the realm of technology.[68] Unfortunate-
ly, the uncertainty about the nature and purpose of strategy to which Marshall was referring 
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entangles humans with shifting technologies in a complex matrix. A technology-driven black 
swan has emerged, but under a different orientation. The hyper-connectivity which has ac-
companied the digital age has exacerbated this condition markedly. As observed by Jeff Reilly, 
“Advances in technology have subtly nudged the entire globe into a realm where all previous 
notions of the battle space have been radically altered by domain interdependence.”[69] 

Cognitive Insecurity is the Hyper-War Offset

The cultivation of “optionality,” as expounded by Nassim Nicholas Taleb, is a fundamental 
strategic necessity in any complex contest.[70] In short, optionality is the ability to discard fail-
ure without catastrophic cost while retaining the upside of what is learned. The concept of 
option dominance has failed because the US and allied NSID communities became unwittingly 
obliged to keep the diminishing strategic returns of the information age. The concept lost its 
optionality, the ability to discard adverse outcomes before they accumulate. The vulnerabilities 
inherent in the digital substrate highlighted by many early observers have outweighed the ben-
efits, however one might conceive them. The cost of addressing these vulnerabilities grows im-
mense, and what is revealed by recent events is that these costs are not merely technological. 

The obligation to keep the adverse effects of the digital age has transformed the contest 
into one aimed arrow-like at human cognition. Numerous Defense Advanced Research Projects 
Agency (DARPA) programs search for ways to fill security vulnerabilities in the infrastructures 
of cyberspace.[71] One study considers whether the US would benefit more than its adversaries 
if fully homomorphic encryption were developed to the point of widespread use.[72] The au-
thors’ findings are highly equivocal about what would be an immensely costly intervention in 
digital infrastructure. At the same time, the co-evolution of these vulnerabilities with human 
cognitive vulnerabilities has made it impossible to quarantine people and whole societies from 
the increasingly sharp strategic contest. DARPA is also the home of a number of programs in 
which various aspects of the cognitive neurosciences are fully entangled with the strategic 
contest.[73] Exacerbating this problem is the reliance of the NSID community on the private 
sector for much of the data gathering and analytics. Marshall acknowledged this in 1999: “The 
DoD has little control over the pace and direction of the information revolution… (it) needs to 
manage a difficult transition from being a pioneer to being a leading user.”[74]  

The psychology and philosophy of cognition, which for centuries was primarily a theoretical 
question, has become an engineering question. The “cognitive revolution” in psychology, epis-
temology, and computing beginning in the 1950s[75] has in the past two decades branched into 
the closely related sciences of “cognitive neuroscience” and “cognitive engineering.”[76] Today, 
these fields sit at the heart of strategic science and technology. DARPA’s “Explainable Artificial 
Intelligence” (XAI) program is indicative of where the fields meet.[77] The race is on to trans-
form advances in machine and deep learning into society-wide strategic assets.[78] For this, the 
field is endeavoring to make the human-machine interface a zone compatible with normal hu-
man tendencies. Machines able to render outputs, no matter how sophisticated, which cannot 



ZAC ROGERS

WINTER 2021 | 93

mesh with human requirements such as the need for explanation and trust, will not deliver 
widespread applications.

XAI is aimed at building an “explanation interface” into AI systems, which deliver on this 
requirement via the inclusion of a causal reasoning module.[79] This need, therefore, to un-
derstand and model the “psychology of explanation” is at the heart of the cognitive sciences. 
For this, the mass data collection and analytics of the Silicon Valley Internet monopolies are 
invaluable. The relationship between these and other private sector entities and government 
agencies has been well documented.[80] In the 2017-18 financial year, hundreds of thousands of 
search warrants, subpoenas, court orders, and other legal requests were put to AT&T, Verizon, 
and Google by local, state, and federal government authorities in the US.[81] The relationship 
has its problems.[82] Nonetheless, as it progresses, the full scope of exploitable vulnerabilities 
in human cognition will be revealed to scientists, and their findings will be available to public 
and private entities with a myriad of motivations. As Robert McCreight warns:

If the central goal is to manipulate human thought, emotions, and behaviour through 
a combination of psychopharmacological, biotechnical, and cybernetic activities and 
synergized systems to steer, influence, and shape thought and conduct – then we 
must be and remain alert to such potential goals and progress toward them to date.[83]

No one need posit any nefarious motivations on the behalf of researchers or the NSID commu-
nity. The simple fact is that each technological epoch society traverses is in part characterized by 
the ways and means by which humans contend with one another. The human mind has never 
been fully insulated from this contest. Yet, more and more tools and techniques are becoming 
available for the exploitation of this space to unprecedented effect, and something of an arms race 
is accelerating.[84] In addition, the ethics of cognitive neuroscience have been acknowledged as 
woefully underdeveloped and in urgent need of public attention.[85] The cultivation and exploita-
tion of human attention have become a lucrative enterprise for Silicon Valley monopolists at the 
same time that its secrets have become of compelling national security interest.[86]   

Unfortunately, the confluence of the high economic and strategic value placed on the manip-
ulation of human cognitive processes is having deleterious effects on social stability and the 
basic functionality of the polity in the US and elsewhere. Warnings from the late 1990s of the 
inherent uncertainty associated with highly complex information systems have been realized. 
Numerous challenging questions face the US polity at the same time as the functionality of the 
polity is frozen and social instability is a rising threat. How should the polity respond to the 
overwhelming monopoly power of the Silicon Valley giants?[87] What can be done about the wide-
ly despised attention-based Internet model that would not crash the value of the NASDAQ?[88]  
How can foreign interference be thwarted?[89] Does the promise of AI as a military-strategic 
asset mean the Internet primes are essentially beyond legislative control?[90] 

These and many others are the most vexatious questions the US has faced in generations, at 
the same time its polity is experiencing extraordinary levels of dysfunction. Adversaries and 
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competitors with even a minimal interest in seeing the US remain dysfunctional, let alone ene-
mies with an interest in system failure, need do little more than seek ways to exacerbate these 
internal tensions at a chosen time and place.[91] Russia did not need to invent the Internet, the 
World Wide Web (WWW), portable mobile computing, the attention-based business model, and 
social media. It has simply used these readily available instruments to cause cognitive chaos, 
operations which have employed perhaps a hundred operatives.[92] China has used the Internet 
to acquire troves of intellectual property illegally.[93] The underlying target of both states is the 
systemic trust which constitutes the sinews of functionality in open democratic societies.[94] 
This is a prime example of optionality, expertly leveraged. 

For their parts, Russia and China have sought to keep features of the digital age useful to 
them and discard the adverse features. Since 1991, each has pursued a regime of networked 
and mobile force elements largely aimed at preventing US and allied dominance in the way of 
war and in strategic competition more generally. Under the anti-access, area denial (A2AD) ru-
bric, the aim is to deny US and allied forces the unimpeded use of the air, sea, land, space, and 
cyberspace they require to prosecute high-tempo conventional operations.[95] These efforts are 
asymmetric, as China and Russia have no illusions about meeting US forces at their strongest 
point. Both have managed to maneuver beneath a line above which a conventional military 
confrontation with US forces would occur; Russia in the Ukraine and Syria, and China in the 
South China Sea, are pre-eminent examples. Disruption and denial of the EMS, space elements, 
and cyberspace are major components of the A2AD approach. US Multi-Domain Operations are 
geared specifically toward overcoming these challenges. It is, however, in the civilian domain 
where Russia and China have repurposed the digital age to their strategic advantage and exac-
erbated the vulnerabilities of US and allied systems.[96] 

China is among the world’s most connected digital societies, but the Chinese Communist 
Party (CCP) has pursued a path of tailored social and political control built into the way cyber-
space works in China.[97] Its notorious social credit system, which applies the tools of machine 
learning to mass surveillance, is being tested in multiple provinces.[98] For the most part, it 
seems Chinese citizens do not harbor major objections to this level of government surveillance, 
and the CCP’s efforts enjoy a level of social and political legitimacy.[99] China has its own indig-
enous versions of Internet search and social media platforms, through which citizens operate 
inside a largely invisible firewall, controlled by the CCP, that tailors their online experience.[100]

Russia’s digital age is different than China’s. Described by Paul and Matthews as a “firehose 
of falsehoods” model, Russia’s approach is to undermine confidence, as broadly as possible,  in 
any information, making the concept of truth contingent and transient.[101] Russia’s polity, like 
all polities, copes with these circumstances in its own culturally and historically contingent 
way.[102] The ways in which American, Australian, Chinese, Russian, and all cultures are partic-
ular in their cognitive proclivities is a topic of great interest. Not covered here, understanding 
cultural cognitive differences and the foundational assumptions of polities, most importantly 
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our own assumptions, will be crucial in formulating effective responses to cognitive insecurity. 
What aspects of our cognitive orientation might be particularly vulnerable to manipulation in 
the digital age? 

Acknowledge and Address the Gap

Militaries draw their mandate and resources exclusively from the state, but we should be 
mindful that this arrangement is only 372 years old. Human insecurity and conflict are tens 
of thousands of years old. The digital age has seen the state forfeit a number of its previously 
held monopolies in short shrift,[103] the consequences of which are only beginning to be felt. 
The revolution in public-key encryption of the 1970s severed the state’s monopoly on privacy 
and secrecy.[104] Personal computing and the Internet swept away its monopoly on information 
flow, storage, and security. The capacity to influence has essentially been democratized. Quick-
ly following in tow have been public expectations about the locus and identity of authority and 
legitimacy, which are fundamental pillars of statehood. Knowledge itself has been under attack 
for some time.[105] In some parts of the world, the state stands not alone but side-by-side with 
digital-savvy non-state entities, including criminal gangs, tribal and religious authorities, and 
corporate actors, in the provision of basic civil services.[106] 

The privatization of security services in war zones has risen in the public’s consciousness.[107] 

The financial industry is being disrupted by non-traditional lending and transaction services, 
and centralized monetary regimes look set for change as cryptographically secured digital 
currencies emerge to challenge national currencies.[108] There seem to be few enterprises of 
collective human life not touched by the shifting asymmetries of power enabled by the digital 
age, and the primary purposeful activities of the associated institutions are adapting. As men-
tioned in the introduction, the expectation that the NSID community accounts for the locus 
and source of societal responses to the insecurity of the digital age is widespread. But we have 
argued that the NSID community, with the military at the forefront, has responsibilities for 
those activities associated exclusively with operational IW. A category error has obfuscated the 
growing gap. 

The needs of cognitive security in the digital age are of a different type. The digital age 
has changed society and the military, but the most important factor is how it has changed 
the relationship between the two. The question put by Builder in 1999 was to what extent 
the digital age would alter the primary purposeful activity of the military, its “enterprise.”[109] 
Would it simply seek to apply new tools to an old enterprise, or would the new tools fundamen-
tally change the enterprise, as was the case with mechanized war, nuclear weapons, and the 
opening of space in the 20th century? These changes took time to mature, and any answer to 
Builder’s question remains pending. What seems undeniable is that the military enterprise in 
the digital age has changed significantly and unpredictably, and that these changes are in their 
infancy. The transformation continues, and the gap between the demand for and the supply of 
security products and services has widened while we await their maturation. 
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The NSID community is entangled in a complex and difficult transformation brought on by 
the digital age. Multiple and conflicting imperatives and motivations are in play, but the public 
sees only fragments of these tensions in debates over privacy and secrecy, surveillance and 
security, monopoly and democracy, and so on. Cognitive insecurity of the sort that has destabi-
lized and disrupted American society since the 2016 election is a manifestation of the unpre-
dictable nature of complexity, complexity both exacerbated so acutely by hyper-connectivity 
and turned into a quasi-extractive industry by Silicon Valley.[110] A growing number of experts 
are forwarding a view, however, that the needs of cognitive security for open societies in the 
digital age cannot be met by military enterprise alone.[111] In 1999, Builder presaged a greater 
burden for civil society:

Defensive information warfare may turn out to be the distributed burden of society 
every bit as much as its military—where all who use the fruits of the information revo-
lution, civilian or military, must look after their own protection.[112]

Clint Watts, a former FBI Special Agent who has worked for years countering radical extrem-
ism inside and outside official channels,[113] believes slow-to-adapt government institutions are 
not the answer when it comes to contending with digital information operations. Watts has ad-
vocated for the growth of online civilian armies of digital defenders—cyber-educated guerrillas 
able to detect, deny, and disrupt enemy incursions into the cognitive battle space.[114] In truth, 
a model of amateur online warriors, receiving implicit and deniable approval from government 
agencies, is one exploited by Russian and Chinese authorities for some time. Rand Waltzman, 
who created DARPA’s Social Media in Strategic Communication program,[115] believes “the na-
ture of interactions with the information environment are rapidly evolving and old models 
are becoming irrelevant faster than we can develop new ones. The result is uncertainty that 
leaves us exposed to dangerous influences without proper defences.”[116] Waltzman advocates 
bringing together: “Cognitive science, computer science, engineering, social science, security, 
marketing, political campaigning, public policy, and psychology to develop a theoretical as well 
as an applied engineering methodology for managing the full spectrum of information environ-
ment security issues.”[117]

Cognitive security is a unique challenge in that it traverses the security architecture of open 
societies, between policing criminal activity and countering the activities of malicious foreign 
agents. The reality is that these domains are unified at the digital machine/human interface, 
and so must be the response,[118] but the response is not merely a technological one. The insti-
tutional role of the military in the social fabric of open society has always extended beyond the 
battlefield. As a trusted social institution, and a resource of great depth, history, and stability, 
its role in pushing its values forward as the institutional life of open society is changing should 
not be overlooked.[119] We build trust side-by-side and bottom-up. Only by doing so can the fruits 
of the digital age be retained, and its dangers, flaws, and errors mitigated. Strategic gain in the 
digital age will depend on building this trust. 



ZAC ROGERS

WINTER 2021 | 97

CONCLUSION
A good deal of skeptical caution should also be applied. The hubris which convinced many 

that the digital information age would supply a strategic fait accompli to US and allied compet-
itors has been met sharply by unpredictable reality. In the same way, beliefs that advances in 
deep-learning AI and other data-driven tools and methods can be applied to the society-centric 
contest, to gain strategic advantage over the adversaries of open democratic societies, rely 
on dangerous assumptions.[120] For proponents of narrative warfare, the questions of narra-
tive fratricide, blowback, and the unanticipated side effects of their interventions loom large. 
Can and should open democratic societies seek to manipulate the manipulators? Game the 
gamers? What are the implications of these measures, which are certain to create even more 
mass distrust, for the fabric of trust on which open society depends?[121] As Josh Kerbel puts it, 
could calls for states to engage in narrative warfare be an example of “activity masquerading 
as progress”?[122] What of the unintended consequences of that activity? Society-centric war is 
an attack on the sinews of trust that bind and facilitate open societies, enabled nowadays by 
the digital medium. Responses that risk the further erosion of the social fabric by gamifying 
societal functionality via the digital medium swallow that bait. The strategic task is great and 
requires a whole-of-society response: How to live freely and securely in the technological land-
scapes we have created, deployed, and scaled, and whose wisdom we now question.   
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ABSTRACT

Digital authoritarianism, or the use of digital technologies to enhance or enable 
authoritarian governance, has received much attention due to its implications 
for human rights and global democracy. Yet, often overlooked are the implica-
tions of digital authoritarianism for US national security. This article explores 

the ways in which digital authoritarianism exposes US national security to risk on three 
fronts: consolidation of power in authoritarian regimes; increased incentives for authori-
tarians to promote diffusion of surveillance technologies; and potential insulation against 
foreign cyber attacks and lowered disincentives for authoritarians to conduct destabilizing 
cyber operations on the global Internet.

The US national security community increasingly is observing a phenomenon that for 
years has captured the interest of select academics, policy wonks, and human rights activ-
ists: “digital authoritarianism,” where undemocratic regimes routinely use digital tools to 
enhance or enable authoritarian governing practices.[1] While definitions of digital author-
itarianism are sparse[2]—and  terminology remains disputed[3]—used here it refers to such 
practices as pervasive Internet surveillance and the exercise of tight control over online 
information flows within a country’s borders. The Chinese and Russian governments have 
been the leading recipients of this “digital authoritarian” label, as they build out variously 
undemocratic practices, such as online censorship, using digital technologies.

Digital authoritarianism obviously impacts democracy and human rights. Controlling 
information flows within a country’s borders, for instance, can quite effectively enable a 
government to crack down on anti-regime speech, or suppress the online organization of 
political dissidents. Perhaps less intuitively, the impacts of digital authoritarianism extend 
beyond human rights and democracy, to include the global economy and US national se-
curity. This article focuses on the last of these categories of implications—analyzing why 
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digital authoritarianism goes beyond human rights and 
democracy implications (which, normatively speaking, 
is already reason for concern), and can also undermine 
US national security and change the landscape of mili-
tary and intelligence cyberspace operations.

First, digital authoritarianism allows authoritarian 
regimes to consolidate power—many of which already 
pose national security risks to the US, such as through 
malicious cyber activity and nuclear weapons. Second, 
digital authoritarianism may encourage certain techno-
logically sophisticated governments, such as in China 
and Russia, to further encourage the global diffusion 
of tools and knowledge for digital surveillance. Third, 
digital authoritarianism, in the form of Internet isola-
tion, could potentially insulate certain countries from 
foreign cyber attacks, thereby degrading disincentives 
to those that might create digital chaos on the global 
Internet. These main risks are addressed below.

1. AUTHORITARIANS CONSOLIDATING POWER
Digital authoritarianism, at its core, is a mechanism 

for exerting increased, unchecked control over one’s 
population through digital technologies. Censorship, 
device hacking, and mass surveillance are all on the 
table. In this way, digital authoritarianism facilitates 
power consolidation—ensuring that challenges to a 
regime are outed in advance or quickly observed as 
they arise, and suppressed. This exposes US national 
security to risk.

In a world where citizen revolt tops the list of au-
thoritarian fears, digital authoritarianism promises 
a set of solutions: Internet Protocol (IP) address lists 
used to block foreign online content; traffic header 
inspection to monitor online activity; legal control of 
Internet Service Providers (ISPs) whenever the gov-
ernment wants to shut down Internet services; and 
more. Sometimes, this is quite explicit. The Russian 
government, for instance, strongly promotes informa-
tion control in domestic cyberspace for this reason.[4] 
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Other times, the suggestion is more subtle, for example when countries cite fake news and 
online disinformation as reasons to censor content deemed politically undesirable by those 
in power.[5]

In either case, authoritarian fears of protest and revolt have long driven such regimes to 
monitor their citizens. The difference today, however, is that digital technologies, like Internet 
packet inspection software and artificial intelligence (AI) facial recognition, are increasingly 
making it cheaper for dictators to do so. These technologies also make surveillance more scal-
able. They also reduce some of the risks caused by relying on massive networks of human spies 
and informants.[6] Steven Feldstein points out, for example, that the principal-agent problem, 
where, by empowering agents to spy and suppress, regimes empower them to act against the 
government, is a vulnerability that can be reduced by substituting automated surveillance 
technologies for human beings.[7] In turn, these technologies can heighten the speed, scale, and 
accuracy of authoritarian surveillance.

All of this matters for US national security because promoting democracy and contesting au-
thoritarianism is in the US national interest—and digital authoritarianism helps authoritarian 
regimes consolidate power. Despite the sometimes resilient nature of online social movements, 
quashing political organization can be easier than ever before if aided by comprehensive digi-
tal surveillance and control technologies.[8] Governments can black out communications, such 
as Internet servers or mobile cell towers, during revolt. They can censor troubling posts be-
fore they bubble into something bigger. They can also censor foreign-originated information 
that could challenge regime narratives. Most importantly, they can continuously monitor their 
population, including during relatively stable times, to anticipate movements that could un-
dermine government power. In the wake of a series of revolts in the Middle East that were 
informed, influenced, and/or aided in part by social media and the melding of online and 
offline mobilization, digital authoritarians, and those striving for such ends, are using digital 
technologies, often dual-use, to safeguard against such threats.[9] As the Russian General Valery 
Gerasimov offered in 2013, “The information space opens wide asymmetrical possibilities for 
reducing the fighting potential of the enemy,” making it “necessary to perfect activities in the 
information space, including the defense of our own objects [objectives].”[10]

Many of these governments like China, Russia, and Iran, are unaligned with the US on secu-
rity issues. In the cyber domain, they might engage in everything from pervasive trade secret 
theft to cyber attacks on foreign countries’ electrical grids. In more traditional ways, they 
also pose national security risks through such vectors as nuclear weapons, military buildup, 
territorial aggression against US allies and partners, and disrupting the international order.[11] 
While US bilateral relationships are complex, often interconnected, and never zero-sum, ele-
ments of those relationships already pose national security risks.

Likewise, other countries pursuing digital authoritarian practices may be hostile to US in-
terests (and democratic interests more broadly) or be aligned with other powers that threaten 
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national security. Power consolidation by these regimes poses national security risks in vari-
ous dimensions. In some cases, the export and diffusion of digital surveillance tools, as part of 
digital authoritarianism, also pose additional national security risks, the point of focus in the 
next section.

2. INCENTIVES FOR AUTHORITARIANS TO ENCOURAGE DIFFUSION OF SURVEIL-
LANCE CAPABILITIES

Private firms worldwide legally or illegally have long been selling dual-use digital technol-
ogies that can be used to monitor web traffic and to censor information. That there is a global 
market for digital surveillance tools is old news.

Companies incorporated in democracies heavily export these dual-use technologies world-
wide, including, in many documented cases, to despots.[12] Likewise, companies incorporated 
in autocracies sell dual-use technologies, including those that can be used for censorship and 
surveillance, to other authoritarian regimes.[13] Some studies suggest that democracies account 
for a far greater volume of surveillance technology exports, including to despots, despite at-
tempts to restrict such exports.[14]

The pursuit of digital authoritarianism to bolster state power magnifies incentives for some 
countries to acquire dual-use surveillance tools, and for others to encourage their spread. Chi-
na’s state leadership, for instance, consistently has advocated a sovereign and controlled Inter-
net governance model on the global stage, with practices like censorship and surveillance, as 
opposed to a global and open model supported by many liberal democracies.[15]

In tandem with this global diplomatic messaging, the Chinese government has reported-
ly conducted trainings on new media or information management with representatives from 
dozens of countries, many on record as pursuing restrictive online practices.[16] This has coin-
cided with countries targeted by the Belt and Road Initiative passing cybersecurity laws that 
sometimes mirror laws already enacted in China, such as Vietnam’s recent establishment of 
data localization requirements.[17] Causality remains unclear in this situation, and empirical 
questions remain to be answered about the underlying drivers of digital authoritarianism in 
different countries. Nonetheless, these patterns and events, coupled with exports of surveil-
lance technologies from China, raise questions about Beijing’s intentions to spread digital au-
thoritarianism globally, including through a greater focus on, and/or endorsement of, the sale 
of digital surveillance and control capabilities.

This could amplify the aforementioned national security risks, should authoritarian coun-
tries acquire the tools and/or knowledge needed to bolster their power through digital surveil-
lance. National security analysts have already flagged these potential risks across Africa. Many 
countries China has engaged with through its Belt and Road investments have acquired Chi-
nese surveillance technology, potentially usable for oppressive purposes. For instance, Chinese 
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company exports of surveillance technology to the Ethiopian government have occurred along-
side Chinese government investments.[18] Given China’s history of spying on and suppressing 
political dissidents, this is hardly a benign fact, and Ethiopia is but one of several examples. 
Should China’s leadership be intent on spreading digital authoritarianism worldwide, to in-
clude diffusion of surveillance tools, this likely could include countries aligned with China’s 
national security and/or economic interests.

Like China, Russia has long advocated for cyber sovereignty on the international stage,[19] 
with President Vladimir Putin repeatedly emphasizing the importance of information control 
within a country’s sovereign borders.[20] As noted above, Russian companies export surveillance 
and hacking technologies, especially to post-Soviet states.[21] Andrei Soldatov and Irina Borogan 
actually suggest that Russian surveillance technology exports to some of these countries are a 
better fit than Western-made surveillance applications, because Russian laws and procedures 
governing traffic interception are more compatible for these countries, and the technologies 
are tailored accordingly.[22] In either case, these surveillance technology exports need further 
study, and they clearly  serve as tools of political influence in Russia’s near-abroad.

As with China, the extent of the Russian government’s direct involvement in and support of 
such exports needs further study, because the Kremlin’s direct hand in these exports, while 
visible, is hardly transparent.  The desire to spread digital authoritarianism may well incen-
tivize the Kremlin to better spread its surveillance technologies, or to at least look the other 
way when they occur, and thereby consolidate power in the hands of Russian-aligned coun-
tries at the expense of US government interests. This also could threaten vulnerable democra-
cies worldwide, and facilitate the so-called fracturing of the global Internet, as countries build 
out technical and legal regimes that filter the global and open Internet touching and running 
through their borders.[23]

Again, the threat here is not only from governments in China and Russia.  Companies incor-
porated in democracies also sell a high volume of dual-use surveillance technologies to despots, 
and this is something we are better able to monitor and correct. It is also important to reempha-
size the existing incentives for countries to encourage or allow the spread of these capabilities 
to other countries (including the technologies and how to optimize them). But growing desires 
to spread digital authoritarianism globally not only undermine human rights and developing 
democracies; this also exposes US national security to increased risk.

3. INSULATION FROM FOREIGN CYBER ATTACKS AND LOWERED DISINCENTIVES 
TO DISRUPT GLOBAL INTERNET

Growing digital authoritarianism is manifested in more countries cracking down on Inter-
net freedom within their borders, as they develop or acquire technical mechanisms to spy on 
and censor online information. This aspect of broader state control of the Internet has been 
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referred to as “cyber sovereignty.”[24] Some countries have begun to alter cyberspace itself—for 
instance, how traffic flows from A to B, or what kinds of traffic can flow in the first place. This 
evolving global Internet landscape obviously impacts national cybersecurity and military cy-
ber operations, by, among other ways, insulating certain actors from vulnerabilities, shifting 
the landscape of Internet connectivity in foreign countries, and potentially degrading foreign 
actors’ effective disincentives to hack others. 

Russia recently pressed to establish a domestic Russian Internet—an objective Kremlin of-
ficials have discussed for years. This was spurred in part, according to supporters, by an “ag-
gressive” 2018 US cybersecurity strategy, referring to the White House’s new cyber strategy 
published in the fall of 2018.[25]

There are undoubtedly other motivations for a domestic internet; in particular, the Kremlin 
leadership has sought more than ever, over the past few years, to control online traffic flows 
into, out of, and within Russia’s borders.[26] Absent the scaled and sophisticated censorship 
infrastructure of its Chinese counterparts, isolating the Internet may be an easier Internet con-
trol solution for Russian leadership. Together, though, these motivations for Internet control 
and defense against foreign cyber threats have fueled the Kremlin’s pursuit of a domestic in-
ternet that can be cut off from the rest of the world and still function under state management.

Russia’s plans for isolating its Internet include granting the country’s Internet regulator en-
hanced control over key “traffic exchange points,” and allowing that same regulator to central-
ize the management of the Russian Internet in cases where its “integrity, stability, and secu-
rity” appear at risk. These plans also include building a national Domain Name System (DNS) 
for Russia, thereby centralizing management and control of Internet traffic routing into and out 
of Russian territory.[27] Clearly, this is no easy lift; political and technical challenges remain for 
implementation.[28] In part, this may explain why a purportedly planned “disconnection test” 
of the Russian Internet[29] has yet to go forward. Yet, should this plan for a domestic Internet 
ultimately even partly succeed (e.g., the state consolidates more control over traffic routing, or 
Internet companies in Russia fall even more directly under Kremlin control), it is possible that 
Russia could better insulate itself from foreign cyber activity, both malicious and benign.

Enhanced control over Internet infrastructure and traffic flow and domination of the Internet 
within a country to reduce vulnerability to foreign cyber attacks has a potentially troublesome 
side effect, and that could be to reduce the Russian government’s disincentives to attack or 
manipulate the more open Internet systems of others.

On the first point, vulnerability, US vulnerability to cybercrime, nation-state computer net-
work operations, and other undesirable or malicious cyber behavior stems not only from issues 
like poor device security-by-design, but also from our relatively open Internet connectivity. The 
open connectedness of the US to the global Internet means myriad paths into US-based devic-
es, networks, and infrastructure exist, and also, that operations targeting internet routing pro-
tocols can have a greater adverse impact on the US. For instance, manipulations of the Border 
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Gateway Protocol, which routes global Internet traffic, already have caused notable volumes 
of US Internet traffic to be unexpectedly routed through other countries, including China.[30] 
This could have serious economic and national security implications depending on the attack 
scenario.

Apart from other reduced vulnerabilities, if a country like Russia is far less dependent upon 
global Internet routing protocols, because it has built out its own DNS—that country may also 
be less susceptible to attacks that target protocols on the global side. As cyberspace within cer-
tain borders changes, other countries may have to alter exactly how cyber operations relating 
to that country must be conducted. This obviously impacts US military and Intelligence Com-
munity cyberspace operations, and that of our allies and partners, in ways often more drastic 
than mere routine additions, disconnections, updates, and relocations of devices and systems 
on the target country Internet. (Note: This need not be a negatively impactful change; central-
izing management of the DNS within Russia, for instance, could actually make that country 
more vulnerable to Internet hijackings should a foreign country or criminal entity desire it.[31])

On the second point, disruption of incentives, the Kremlin already views its domestic inter-
net plans in the context of decreased reliance on the global Internet, which President Putin 
casts as a CIA project,[32] and which the Kremlin continually tries to prove untrustworthy to 
justify its ever tightening Internet control.[33] The Russian government, which professes to be 
a victim of US cyber aggression, itself is a major destabilizing actor in cyberspace: conducting 
extensive online influence operations, from Ukraine to Turkey to Germany to the US;[34] launch-
ing large-scale global attacks like the NotPetya ransomware that caused billions of dollars in 
damage to the global economy;[35] and hacking and turning off the power grid in Ukraine.[36] 
Clearly, strong incentives drive the Kremlin to order, support, and allow cyber and information 
operations that use the Internet for destabilizing purposes abroad.

If Russia becomes increasingly less reliant on global networks, and hence perceives itself 
less vulnerable to foreign cyber-attacks, whether or not that perception is reality, this could 
reduce the disincentives for the Russian government to conduct even more destabilizing cyber 
operations.[37] Manipulating the Internet protocols of others, for instance, may present a more 
compelling option to sow chaos abroad and to undermine trust in the global Internet if the 
Kremlin feels insulated from retaliation in kind. Hence, growing digital authoritarianism on 
the Internet in the form of web isolation, therefore stands to impact global cybersecurity and 
US national security not only in how it changes the nature of the domain, but also the perceived 
consequences and incentives at play for state actors.

CONCLUSION
If and as other countries move in a direction similar to Russia—such as Iran, which contin-

ues to pursue its goal of a completely domestic Iranian Internet[38]—digital authoritarianism 
increasingly will implicate the layout and behavior of cyberspace itself. This also may diminish 
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disincentives against malicious cyber behavior, and change how cyber operations are conduct-
ed against such actors. Despite a concerted US focus on norm-development in cyberspace, the 
tracking and management of these changes to the layout and behavior of cyberspace (for exam-
ple, which cables are cut, and how are protocols designed and redesigned?) are equally, if not 
more, important to encouraging reduced offensive cyber behavior by bad faith actors.

The risks that digital authoritarianism will bolster the power of authoritarian states, en-
courage the diffusion of dual-use surveillance and computer penetration technologies, insulate 
some regimes from foreign cyber-attacks, and degrade disincentives for certain regimes to 
engage in offensive cyber operations all impact US national security. Digital authoritarianism 
also obviously has serious implications for human rights and global democracy. This, norma-
tively speaking, is more than reason enough for top leadership in the US to devote serious 
attention and resources to the issue. But the US military, including the entire national security 
establishment, increasingly will also find itself impacted by the worldwide spread of digital 
authoritarianism around the world, and should be proactively focused on this threat now.   
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Defending against information warfare across the vastness of the social media 
space is difficult, if not impossible, or so the story goes. Many are trying, many 
are failing, and we have all heard of the many solutions that will turn the tide 
someday, somewhere, somehow: increased media literacy, expanded factcheck-

ing, banning bots, deleting accounts, redirecting users, curtailing free speech, boosting 
counter-messaging, etc. But what if there were one solution, better than all others, that no 
democratic nation dares to touch … yet? 

The approach this paper outlines draws deep inspiration from the TV character Dr. Greg-
ory House, played by Hugh Laurie, in the widely acclaimed US hospital drama House. 
Over the course of eight seasons, the “fascinatingly unsympathetic,”[1] “self-pitying, deeply 
sarcastic and sometimes smug”[2] medical genius of Dr. House captured audiences across 
the globe with his “straight, no-chaser approach to patient care.”[3] House’s thinking is  
perfectly summarized in the show’s pilot, when his colleague Dr. Foreman asks: “Isn’t 
treating patients why we became doctors?” to which House retorts, “No, treating illnesses 
is why we became doctors. Treating patients is what makes most doctors miserable.”[4]

This article takes the Dr. House approach, with all its dark, provocative, and unconven-
tional wisdom, and applies it to information warfare. Thus, in the same vein as House’s 
cases hit eerily close to home and showcased the fallibility of the medical system, this 
article calls out the failures and misconceptions of current defensive strategies in the 
information warfare space to craft a better path forward. First, let us recap the problem 
we are trying to solve. 

© 2021 Stefan Soesanto

The Dr. House  
Approach to  
Information Warfare

Stefan Soesanto



120 | THE CYBER DEFENSE REVIEW

THE DR. HOUSE APPROACH TO INFORMATION WARFARE

Information warfare operations encompass a wide 
range of strategies, tactics, tools, goals, and motiva-
tions. In the broadest terms, info ops can be divided 
into two categories: Morale operations, which the U.S. 
Office of Strategic Services (OSS) defined in 1943 as, 
“all measures of subversion–other than physical–used 
to create confusion and division, and to undermine 
the moral and the political unity of the enemy through 
any means,”[5] and political warfare operations, which, 
according to Angelo Codevilla, is the “marshaling of 
human support, or opposition, in order to achieve 
victory in war or in unbloody conflicts as serious as 
war.”[6] In other words, while the former seeks to sow 
chaos and division, the latter aims to generate trust 
and unity amid likeminded groups. Naturally, there 
are numerous spillover effects between the two cat-
egories, particularly on social media platforms spe-
cifically designed to facilitate relationships and build 
trust through continuous content engagement. 

At its most elemental level, every information war-
fare operation is an input-output communication cycle. 
Operators post a message, image, or video, which in-
termediaries carry, through algorithms, relationships, 
hashtags, etc., to a target audience to elicit a response. 
Given the operator’s visibility as to how his product 
moves (retweets, likes, reverse image searches, etc.), the 
operation can leverage real-time social network analysis 
and initiate a feedback loop to tailor his messaging and 
fine-tune the trust-building process to gain credibility, 
authority, and importance within the target network. 
Operations will sometimes run on top of pre-existing 
beliefs and emotions to radicalize or strengthen opposi-
tion within a target group. Or they will create new emo-
tions and new beliefs that run counter to existing ones. 
Static defenders cannot react timely or compete in this 
fast-paced dynamic environment.

But many elemental questions surrounding informa-
tion warfare remain unresolved. Veteran information 
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security researcher The Grugq summarized it aptly in three sentences: “What [are] the adver-
sary’s most effective strategies, tactics, and tools? Where should [the defender] invest resourc-
es to mitigate [adversarial] strengths? [And] where should [the defender] invest resources to 
address [his own] weaknesses?”[7] From the defender perspective, it is extremely difficult to 
find credible metrics that reliably ascertain the effectiveness or impact of an adversarial infor-
mation warfare operation. Daily, weekly, or monthly polling of the same target group may be 
an acceptable starting point to map changes in attitude and identify potential causal linkages. 
But doing so at scale outside of an election cycle would be expensive, tedious, and most likely 
result in diminishing returns over time as answers become repetitive and habitual. Similarly, 
identifying operations in their preparatory stages, such as a meme being tested “in-house,” 
provides little to no value if the target group cannot take reasonable defensive actions, or is 
overwhelmed by the sheer volume of incoming threat intelligence. 

Absent reliable information warfare metrics, defenders have veered in their fight against 
what RAND calls “truth decay” toward user trust generating solutions and an increase in plat-
form responsibilities.[8] On the trust side, the aim is to change how information is consumed. 
Solutions range from increasing media literacy,[9] spreading user awareness on propaganda,[10] 

to providing easy access to open-source tools that fact-check items or rate entire news outlets 
on their trustworthiness.[11] On the platform end, the goal is to change how information moves. 
YouTube, for instance, demonetized and deleted accounts that feed into certain political narra-
tives,[12] WhatsApp limited the number of users to which a single message can be forwarded,[13] 
and Facebook increased the visibility of political ads by disclosing their sources of funding.[14]

The limits of the current information-centered approach become apparent in a simple thought 
experiment. Let us assume that platforms are continuously “politically-cleansed” and the aver-
age user is “resilient.” Instead of seeing beliefs and opinions move toward the political center, 
the overall political discourse outside the platform environment will most likely veer into the 
opposite direction and become more radical, divisive, and siloed. If we take the US, for example, 
the reasons for this negative trend are straightforward. First, audience mapping is showing 
repeatedly that the majority of “reliable” US news outlets are not seen to be situated in the 
political center. [15] Second, increased media literacy and higher education do not translate into 
apolitical and non-radical views. In fact, proponents of media literacy have long championed 
the notion that they actually encourage political engagement,[16] and a 2018 World Bank study 
based on leaked Islamic State records found that “higher education seems to be associated with 
high intrinsic motivation to join the terror group.”[17] Third, political content moderation always 
creates winners and losers, particularly if it is leveraged against truthful content that has 
been reframed (i.e., is the glass half-full or half-empty?), or when it is purposefully exploited to 
push a political agenda. This can range from suspended Twitter accounts of Chinese political 
dissidents ahead of the 30th anniversary of the Tiananmen massacre[18] to activists feeding 
the social media outrage machine in an effort to push a platform to act beyond its community 
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platform standards.[19] Lastly, while fake news and outright lies naturally struggle with limited 
shelf life and constrained reach, memes, rumors, and half-truths will never stop resonating 
with political beliefs, emotions, and prejudices held offline.

If the current defense posture does not push hard enough against the underlying information 
warfare dynamics, or worse, allows counter-productive results in the real world, can we think 
up a better way to fight back? Enter the Dr. House approach to information warfare.

Instead of focusing on information as the primary subject, Dr. House would take a social net-
work analysis (SNA) point of view. This means, what matters most is not the message, image, 
or video posted, but the social network structure that moves the product. SNA has most notably 
been employed for counterterrorism and deradicalization purposes online, such as identifying 
ISIL users on Twitter and clustering related communities based on shared interactions.[20] SNA 
primarily uses open source information to display a network’s structure as nodes (accounts) 
and edges (relationships) in line with graph theory to understand “how humans relate, com-
municate, and spread information.”[21] While many different algorithms allow for visually or-
dering a network structure, two elements are considered standard measurement features: The 
number of edges of a node, which measures a node’s network centrality, and how close a node 
is to other nodes measures  a node’s importance within the network.[22] 

Once mapped, we can start thinking about network intervention strategies. Bargar, et al., 
identified four overarching techniques: (1) Identification techniques try to “engage actors in 
key positions in a network for training or messaging, with the expectation that their actions 
will impact the overall network.” (2) Segmentation techniques are used to “intervene with an 
echo chamber as a collective set so all actors receive content simultaneously.” (3) Induction 
techniques aim to “reframe a narrative by actively encouraging people to communicate with 
each other.” And (4) alteration techniques seek to “modify a network structure by adding or 
deleting [edges] and/or nodes.”[23] 

All four techniques have one aspect in common: they seek to make the network healthier and 
less radical while respecting the user/patient rights. The Dr. House approach does the oppo-
site. It wants to make the network sicker and sicker to the point of inducing cardiac arrest. In 
this context, user/patient rights do not matter, and finding a cure is merely the cherry on top. 
As Dr. House would put it, “Don’t do what a patient wants. Do what a patient needs.” 

A second mental hurdle Dr. House throws out the window is the notion that to fight lies 
one must tell the truth. Facts against fiction, or a push for transparency and openness, are 
not the ingredients for a winning strategy in the information warfare space. Study after study 
has proven that lies travel faster than truths,[24] that fact-checking websites confront the same 
onslaught of disaffection and distrust that plagues “reliable” news outlets,[25] and that bursting 
echo chambers will most likely entrench partisan views rather than reduce biases and preju-
dices.[26] At its heart, the evidence points in only one direction: Facts do not create reality, and 
the information warfare space is an offense-dominant domain. Staunchly defending the truth 
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perimeter is simply not going to cut it, because in the world of Dr. House “everybody lies. The 
only variable is about what.”[27]

The third mental hurdle that needs to vanish is the idea of asymmetry. Contrary to popular 
belief, the information warfare space is not an asymmetric space. Anyone can hit any target 
anywhere. The only limiting factors are language skills, cultural familiarity, and social media 
penetration within the target network. Strategically, everyone, apart from the platform owner, 
plays on the same level battlefield. The story is a bit different when we talk about operations 
and tactics. Those who know their offline audience best essentially dominate the network on-
line, which is why Alex Stamos, former Chief Security Officer at Facebook, noted that “if you 
look globally at disinformation campaigns, the median victim of a professional disinforma-
tion campaign is a victim of a campaign being run by their own government.”[28] In the En-
glish-speaking online world, the reality is reversed primarily because democratic governments 
seldom can gain political and legal approval to run disinformation campaigns against their own 
populations. Consequently, non-state actors reign supreme in this space. 4Chan’s /pol/ is prob-
ably the best example of an English-speaking online community that is both resilient on the 
defensive end, and able to mobilize the most sophisticated offensive information warfare teams 
out there. Nudging /pol/ in a certain direction is extremely difficult, as members are inher-
ently suspicious that the CIA, Mossad, the FBI, or any number of activist groups from across 
the political spectrum tries to run rumors, propaganda, and lies on its platform. The tin-foiled 
hat is certainly not undeserved as /pol/ has been the birthplace of many conspiracy theories 
and executed numerous successful information warfare campaigns over its eight years of exis-
tence.[29] However, given that the community worships Christchurch shooter Brandon Tarrant 
as a martyr and saint,[30] turned milk and the “ok” sign into white supremacy symbols,[31] and 
considers itself to be the home of “the most diverse group of people from all over the world 
to fight against diversity and globalism,”[32] it should hardly come as a surprise that /pol/ is 
widely seen as the dark underbelly of the Internet.[33] But no matter your political views on the 
content posted on /pol/, when it comes to information warfare, learning from /pol/ probably 
means learning from the best. As a teenage patient explains to a third-year medical student on 
House’s team, “At the top of the game, you play by different rules.”[34]

The fourth point Dr. House would seek to exploit is the notion that information warfare oper-
ations are difficult to execute. A sophisticated campaign takes a lot of preparation, which is why 
simply firing off a single tweet and hoping it will stick and go viral within a target community 
is not the professional way to go. As The Grugq explains, “You need to do a lot of research, 
you need to have a lot of material. You need to prepare all the stuff. Get your narratives ready 
and then build up your channels. Get your credibility and so on.”[35] State and non-state actors 
essentially go through the same tedious planning process whether their campaigns are mali-
cious or not. The only major difference is how and when they leverage certain instruments and 
tools within their individual campaigns. Russia’s Internet Research Agency, for instance, relied 
heavily on agitprop,[36] sock puppets, useful idiots, and hacked documents to run its campaign 
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against the 2016 US Presidential Election.[37] /pol/ instead prefers to subvert existing beliefs 
and then let motivated individuals carry their products across the information space.[38] In late 
2019, /pol/ ran a campaign that consisted of numerous A4 print-outs with the simple sentence 
“Islam is right about women” plastered around the sleepy town of Winchester, Massachusetts. 
Numerous local and regional news outlets naturally reported on the “incident,” but clearly 
shied away from tackling the implied logic of the statement. Instead, Boston 25 News went on 
to report comically that “in Winchester, signs that read ‘Islam was RIGHT about women’ have 
residents scratching their heads to figure out exactly what the poster meant by those words. 
[…] ‘I assume it's negative,’ said Dorothy Kruger, a resident. ‘That's not cool, that's not a cool 
thing to do.”[39] 

The only major exception to the planning rule encompasses spammers and scammers, who 
try to monetize disinformation campaigns based on sheer volume. That Nigerian prince try-
ing to share his fortune with you if you just transfer a bit of money makes for a very effective 
campaign at scale, but is plain amateur hour when compared to a professionally run in-depth 
campaign. In House’s words: “Welcome to the world. Everyone’s different, everyone gets treat-
ed different. You try fighting that, you end up dying of TB.”[40]

Turning now to the practical side of things, the Dr. House approach envisions a government 
agency, department, or state-affiliated actor to pro-actively defend society against information 
warfare campaigns in two ways.

The first option starts with mapping out networks and identifying possible adversarial cam-
paigns. Importantly, the defender need not waste time and resources to conduct attribution or 
assigning political motivation as to why outrage is building around a specific issue or topic. The 
only relevant metric is whether the activity could potentially undermine national cohesion, 
break the civil political discourse, or threaten the overall functioning of society over time. If 
any of the three are met, the defender is mostly likely dealing with either a foreign state adver-
sary or a motivated non-state actor. In both cases, the solution is to run an information warfare 
campaign on top of the adversarial one. Synchronize our nodes and edges with theirs, and gain 
centrality and importance within the existing network by being more extreme, but also qual-
itatively better, and quantitatively richer than anyone else in the network. By opening up the 
internal fight on network position, user mobilization, and content, we essentially take away the 
adversary’s luxury of capturing the network unchallenged through mere radicalization tactics. 

Once the combined network has reached a critical mass, the plan is for operators to burn 
down the barn with counter-messaging from the center out. The mathematical NP-hard prob-
lem that still needs to be solved to make this end game strategy successful is figuring out how 
many nodes and edges we would have to turn and burn to break a complex network into small, 
disconnected parts. Network science  calls this the optimal network demolition problem,[41] 

which also closely relates to the yet unresolved optimal influence problem that  tries to localize 
a specific set of structural nodes, that if activated,  spreads the same information to every node 
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in the entire network.[42] According to Patron et al., research has so far concentrated on three 
types of network demolition attacks: random attacks, targeted attacks, and localized attacks.[43] 
In a random attack, “the attacker has no information about the network, its topology, or  
characteristics” and thus choses a fraction of nodes to be randomly destroyed. Social media 
companies and political activists are currently practicing this approach in pretty much all 
of their cleansing campaigns. In a targeted attack, “the attacker has some information about 
the topology and the nodes of the network,” and thus “determines which nodes to attack and 
in which order.” Meanwhile, in a localized attack, “the attack begins against one node” and 
then continues against its neighbors, and the neighbors of its neighbors, and so forth, until a 
certain fraction of the network is destroyed.[44] For our purposes, it is important to note that 
the Dr. House approach does not attack at random and does not need to concern itself with the 
order of node destruction. A 2015 Nature article by Kovacs and Barabasi is probably the better 
approach for network destruction, as it speculates that “it is not certain whether targeting and 
removing network hubs – defined as the nodes with the largest number of [edges] – can inflict 
maximum disruption on a network. It may be more effective to eliminate a combination of hubs 
and central, but less-well-connected, nodes.”[45] These are the exact target positions Dr. House 
would seek to occupy.

What might complicate matters for the defender is that the same adversary will probably 
move on different platforms simultaneously forcing the defender to create cascading demo-
lition effects that concurrently attack specific networks across multiple platforms. However, 
what does play in the defender’s favor is that he is not only searching for the optimal damage 
calculus, but also injects fear, uncertainty, and doubt into the network by his very action. If 
members cannot trust and believe in the messaging coming out of the most central and import-
ant nodes in one network, then whom else can they trust and believe in on other platforms? 
Thus, rather than spreading the truth and trying to convince the network to take on a certain 
belief, Dr. House would want all nodes to put on their tin foil hats. Question everything, doubt 
everything, double-check everything – taking media literacy to the extreme. Notably, destroy-
ing networks and belief systems in such a way is not tantamount to erasing an individual’s 
ability to make sense of reality nor his desire to create new trust relations over time. Just be-
cause you question, doubt, and double-check everything does not mean that you do not believe 
or trust in anything.

The second option employs an even more aggressive tactic. Instead of mapping and identi-
fying adversarial networks, a defender will proactively search for exploitable political, social, 
and economic cracks in his society. Thus, rather than letting a contentious issue grow organ-
ically over time, the defender runs an information warfare campaign preemptively into those 
cracks to create networks artificially, thereby fighting from a position of centrality and im-
portance and forcing the adversary to latch onto and synchronize with this artificial network. 
If executed well, the defender might even enjoy the luxury of total visibility on the specific 
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crack-issue, thus making mapping, nudging, and controlling the network much easier. 
On top of the network position advantage, this option also inserts doubts and uncertainty,  
forcing adversaries to continuously make cost-benefit calculations, and think twice before 
kicking off a tedious planning process and investing more scarce resources into radicalizing a 
network that might not be organically grown and is potentially controlled by a defender. The 
goal is to make an adversary so paranoid that he will doubt every action he takes in every net-
work in which he operates. 

One issue we have yet to tackle is where a government agency or non-state actor would get all 
the talent needed to run these vile and radical operations. The politically correct answer would 
be simply to hire people and train them in-house, but then again, how do you practically train 
someone to shitpost and express more radical thoughts than ISIL, the alt-right, and Antifa com-
bined. The unconventional answer is to hire those who already wage information warfare for 
free in their spare time on platforms like 4Chan, Reddit, and Discord. Agencies would merely 
have to restrain and pull operators who lose themselves in the mission back into reality. There 
are even some ethical parallels that one could draw from how the cybersecurity community 
has embraced the hacker culture over the past decade. A similar transformation might be 
necessary in the information warfare space to fill the lack of talent, skills, and evil ingenuity.    

In sum, today’s thinking on information warfare self-curtails itself based on the misguided 
belief that “it's hard to fight fire with fire, especially when you can't use the same evil tech-
niques, manipulations, and lies as the opposition employing propaganda against you.”[46] The 
Dr. House approach is different. It is politically incorrect, violates numerous ethical standards, 
and is probably illegal in most states around the world. Maybe … just maybe, though, it is time 
to give Dr. House a chance, because, as he argues in his own words, “I take risks, sometimes 
patients die. But not taking risks causes more patients to die, so I guess my biggest problem is 
I've been cursed with the ability to do the math.”[47]  
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ABSTRACT

This paper proposes the development and inclusion of Information Influence Opera-
tions (IIOs) in Cyberspace Operations. IIOs encompass the offensive and defensive 
use of cyberspace to influence a targeted population. This capability will enable 
the evolution of strategic messaging in cyberspace and allow response to near peer 

efforts in information warfare.

INTRODUCTION
This paper proposes that Information Influence Operations (IIOs) be developed and uti-

lized within U.S. Cyber Command’s (USCYBERCOM) capability set. When correctly em-
ployed, IIOs will become a critical capability that is key to the future of cyberspace oper-
ations. IIOs must become the new “light touch”, the guiding hand gently pushing public 
opinion, and ultimately shaping global perception and narratives in support of US strategic 
interests. LTG Stephen Fogarty stated: “the command [Army Cyber Command] must mimic 
enemy capabilities and better integrate and synchronize information operations, military 
deception, psychological operations, electronic warfare, all intelligence disciplines.”[1] To-
day, most leaders consider cyber effects either an intelligence collection source or a means 
of causing real-world impact, such as turning off a power grid or causing significant disrup-
tion to an enemy’s C2 network. Those views require revision to take full advantage of the 
value of cyberspace. The unrealized value of cyberspace, and what makes it so dangerous, 
is it allows direct access to the individual and to the public at large. This access, when used 
correctly, provides actors in cyberspace the ability to influence public opinion and shape 
the narrative of ongoing operations. 
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BACKGROUND
Unsurprisingly, senior leaders’ perceptions of cyber 

capabilities have been shaped by popular culture and 
the more infamous cyber incidents and attacks. There 
is a plethora of apocalyptic examples of hypothetical cy-
ber-attacks as portrayed in popular movies: War Games 
(1983), Hackers (1995) Live Free or Die Hard (2007), and 
Skyfall (2012). In all these movies, the world is nearly 
brought to a halt due to a single or series of cyber-at-
tacks against military equipment, the internet or other 
critical infrastructure. All these fictional depictions are 
reinforced by reporting on some of the most well-known 
real-world cyberattacks such as Stuxnet, NotPetya, and 
the Russian actions surrounding the 2016 U.S. Presi-
dential elections.[2] The first two of these attacks resulted 
in overt denial of resources and damage to equipment. 
Stuxnet could target almost any type of infrastructure, 
but was specifically designed to act against Iranian 
centrifuges.[3] NotPetya, a piece of ransomware with 
unconfirmed attribution to Russian cyber forces, was 
based on a leaked NSA toolkit that was substantially 
less targeted and as a result inflicted over $10 billion in 
damage worldwide as systems were rendered useless.[4] 
The last of these attacks, the election interference, will 
be the longest-lasting in its effects. “The IRA [Internet 
Research Agency] later used social media accounts 
and interest groups to sow discord in the US political 
system through what it termed “information warfare.” 
The campaign evolved from a generalized program de-
signed in 2014 and 2015 to undermine the US electoral 
system”[5] This offensive should be taken as a proof-of-
concept in that it shows the real power of cyberspace 
operations, the capability to manipulate perception on 
a massive scale. IIOs, if developed and utilized properly, 
will become an incredibly powerful tool for achieving 
US goals in the information battlespace or even the geo-
political realm.  
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INFLUENCERS
As communications technology and the Internet have proliferated, capabilities previously 

limited to major companies and government are now accessible to anyone with an Internet 
connection. The traditional consumers of news can now play a major part in producing it. Bob 
Franklin and Lily Canter assert that “Advances in technology have profoundly impacted war 
reporting, affording audiences new ways in which to visualize conflict. Satellites, smartphones, 
laptops, and mobile broadband have enabled war reporters to communicate immediately and 
bring conflict live to air. Nevertheless, as new technologies open up innovative ways for jour-
nalists to convey the horrors of warfare, they similarly create opportunities for propaganda, 
censorship, and control.”[6] The communications capabilities referenced have contributed to 
the creation of a power vacuum in the information realm of cyberspace. This vacuum is being 
filled not by traditional media and governments but by small groups of content creators and 
“influencers” whom have rapidly capitalized on the massive reach provided by new technol-
ogies. These “influencers” are capable of wielding influence over millions and have used this 
influence for a multitude of purposes from philanthropy and advertising to political ends. The 
future of cyber operations is the use of IIOs in cyberspace to wield influence. 

The beginning of this evolution for institutional influence of information can be seen most 
easily through the creation and employment of state-sponsored media. While some govern-
ments have chosen to use this influence capability to maintain a well-informed public, oth-
ers have begun to use the capability to explicitly influence opinion. The British Broadcasting 
Corporation’s (BBC) mission statement is “to act in the public interest, serving all audiences 
through the provision of impartial, high-quality and distinctive output and services which in-
form, educate and entertain.”[7] The BBC’s mission is a prime example of the first use, simply 
to create a more engaged and informed populace. Its mission explicitly states that it endeavors 
to deliver an impartial rendering of the facts. According to recent public surveys, many believe 
that the BBC is effectively fulfilling this mission.[8]  

In comparison, Russia Today (RT) explains its mission as: “RT creates news with an edge for 
viewers who want to Question More. RT covers stories overlooked by the mainstream media, 
provides alternative perspectives on current affairs, and acquaints international audiences 
with a Russian viewpoint on major global events.”[9] RT admits that it is not necessarily an im-
partial reporter of the facts. This is important because 80% of what RT reports is factual news 
reporting. However, the other 20% is the part that is used more overtly to shift its audience’s 
opinions.[10] If “unbiased” media sources continue to perform their stated mission of inform-
ing the public, they can occasionally be covertly leveraged to sway opinion or counter other 
sources of influence. They sway their audiences by simply continuing to report the same news 
and facts, but in slightly different ways. It is important to understand how organizations orient 
their audiences and for what purpose: to inform the public, sell more content, sow discord in a 
population, or spur political change. 
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INFLUENCE CAMPAIGNS
The future of cyber operations is to determine how to influence the public and work to regain 

and retain the ability to protect the narrative of our long-term strategy and vision for the world 
by shaping the perception of that narrative. We must develop the ability not only to dam a river, 
but to throw a pebble into a river and, imperceptibly but substantially, shift its flow. This subtle 
action must be the new paradigm for IIOs. Small imperceptible adjustments to the availability 
of information will enable the modification of the narrative of events seen and accepted by 
public opinion. This capability will enable the priming and/or shaping of public opinion to 
make it susceptible to US strategic messaging. Once primed, just as the pebble can either turn 
a smooth river into turbulent white water or direct the water slightly more left or right, so will 
this new form of influence operate. 

Influence campaigns have already been successfully employed by our adversaries.[11] The US 
has been a cultural goliath since the rise of Hollywood. Now is the time for the US to leverage 
its dominance in the realm of ideas and transform its operational paradigm to incorporate 
those skills and abilities. IIOs can leverage that dominance either directly through contracting 
with advertising and marketing firms to create specifically targeted content, or indirectly by 
utilizing advertisement targeting, search engine optimization, or targeted latency. These indi-
rect effects would allow us to effectively guide perception and even shape the targeted popula-
tion’s perception of reality, if effectively conducted. The ability to control a population’s percep-
tion will be a critical capability in ascertaining the shape of future events and determining how 
actions are perceived. IIOs will be the fusion of cyberspace operations and strategic messaging. 

OVERT IMPACT
In the cyber realm, the soft, unnoticed touch can be massively more impactful than the 

forceful haymaker. An example of an overt impact is when Amazon Inc. lost over $72 million 
in sales as Amazon.com went down for 63 minutes during Prime Day in 2018, a loss of over 
$1 million per minute.[12] Conversely, “cart abandonment,” (the industry term for not complet-
ing the checkout process after adding items to an online shopping cart) due to latency, cost 
the e-commerce industry approximately $18 billion in 2019.[13] A 2013 study showed minor 
increases in latency, on the order of two seconds, increased cart abandonment rates by 30%.[14] 
Two seconds became the difference between a successful sale and a lost opportunity. While the 
cost per minute was greater during the Amazon outage, losses due to latency have had more 
than 200 times the impact annually. Such losses are insidious, hard to attribute, and even more 
difficult to fix. The fact that such minor changes in availability have such an outsized effect 
shows how susceptible the impatient public is to minor inconveniences. 

OPERATIONALIZING IIOS
There are multiple options for making IIO’s a reality. The most direct method is to take ad-
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vantage of the public’s need for information on demand. Even DISA defines “extreme” latency 
as 100ms (one tenth of a second) above normal in Mission Partner Service Level Agreements 
(SLAs). To take advantage of this impatience, operators need to find ways to inject a relatively 
small amount of lag in targeting information sources. This would be best done through indirect 
means such as slowing down referenced style scripts, adding slight increases to traffic (aka a 
low-level D/DOS, enough to slow slightly down services, but not take them down), or working 
at the transport layer to increase lag at key points in the routing architecture. Once that lag is 
in place, the operations simply need to follow up with well-targeted advertisements to offer al-
ternative information sources. These alternative sources will have the preferred narrative that 
the operation seeks to advance. There is little brand loyalty in the online world. Consumers 
will go elsewhere to find what they need if their preference is slow or unavailable. Influencing 
and controlling that “someplace else” yields the opportunity to wield influence. This is possible 
without a great emphasis on content creation; it just requires the preferred viewpoint to be 
amplified and the targeted one to be dampened. 

When conducted effectively, IIOs can be exceedingly powerful; however they will need to be 
employed in support of strong consistent national objectives to be truly effective. While IIOs 
can certainly be used in a short-term targeted manner, they would best be employed for long-
term operations executed over the course of years to help guide long-term changes in percep-
tions towards US interests and preferred global structure. 

IIOs need to be closely governed to ensure that, although they influence global perceptions, 
their impact upon domestic populations must be limited or governed appropriately. That is not 
to say domestic IIOs cannot be conducted, but they need to be conducted with a very different 
aim. The aim of domestic IIOs should be to ensure that adversarial IIOs are ineffective. This can 
be accomplished by utilizing news fatigue effects, exposure to more divergent views to break 
senses of consensus, or directly reducing the viewing of an adversary’s IIO content. 

CONCLUSION
IIOs offer a huge potential for advancing cyberspace operations that support US national 

interests without the need for large-scale deployments or use of critical offensive cyber op-
erations capability for smaller-gain operations. However, IIOs will require a wider and longer 
world view for optimal employment. 

IIOs represent the operationalization of cyberspace to exert influence. They provide the abil-
ity to target and influence incredibly specific, or broad, populations with targeted messaging. 
This influence expands the US capability to exert soft power. This soft power, represented by 
Information Influence Operations, facilitates economy of force in the cyber realm. Not every 
problem can or should be solved with force, whether that force is physical or virtual. IIOs rep-
resent the alternative. IIOs are a critical tool to be advanced by USCYBERCOM as it develops its 
messaging capability in the cyber domain.  
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EXECUTIVE SUMMARY

The following book review explores the content and insights of Dr. Herbert Lin and 
Dr. Amy Zegart’s Bytes, Bombs, and Spies: The Strategic Dimensions of Offensive 
Cyber Operations. Initially published in 2018, the book is composed of a collection 
of works by prominent cyber scholars, practitioners, and professionals on the stra-

tegic uses of offensive cyber operations. This review begins with a contextualization of the 
circumstances that inspired the editors to convene the featured experts to collaborate on 
the book with the ultimate goal of filling the critical gap in conceptual thinking that has, 
to date, lagged behind the development and engineering of cyber technologies. The review 
proceeds by sorting the book’s works into four interrelated themes pertaining to offensive 
cyber operations: (1) strategy and doctrine, (2) operational considerations, (3) escalation 
dynamics and deterrence, and (4) the role and relationship of the private sector. These 
subsections attempt to identify the book’s variety of authors’ academic and professional 
backgrounds – the diversity in these backgrounds and the prevalence of not only academic 
tenure but also practical experience serve as one of the book’s unique strengthening char-
acteristics. Within each theme, the review then provides a synopsis of the authors’ various 
analyses in their respective works. The book that emerges as a product of these analyses 
and contributions traverses new territory in cyberspace thinking, addressing the strategic 
cyber landscape’s fundamental technical, political, historical, psychological, and legal di-
mensions. Accordingly, Bytes, Bombs, and Spies is a text worthy of a hall of fame certification.  
 
This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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REVIEW
It was 2008 when centrifuges first began to malfunc-

tion at the nuclear facility in Natanz, Iran. The plant 
employees were perplexed when control room records 
indicated business as usual – none of the signals point-
ed to equipment failure. Some were fired; others were 
physically staged to oversee centrifuge performance and 
report their observations. Stands of linked centrifuges 
were carted away under suspicions of poor engineering, 
incompetence, and sabotage. It was not until two years 
later that the culprit – a computer worm that quickly 
became known as Stuxnet – accidentally emerged on 
the global stage. In the weeks that followed the comput-
er worm’s initial discovery, several new variants were 
directed at the Iranian nuclear plant in Natanz at close 
intervals, culminating with the temporary impairment 
of nearly one-fifth of the facility’s nuclear centrifuges. 
The exposure and emergence of what can be consid-
ered the world’s first significant cyber weapon and the 
engineering of its deployment (at least in part) by US 
forces would have profound implications for the decade 
that was to follow. Today, the utilization of Stuxnet by 
US and Israeli forces in Operation Olympic Games is 
widely credited with the slowing of Iran’s progress to-
ward the generation of a nuclear weapon: the extent to 
which it truly did so – and the questions regarding the 
operation’s broader impact on US political and strategic 
power – remain. 

One of the most notable aspects of Stuxnet’s emer-
gence was its reflection of the increasingly prominent 
roles that offensive cyber operations were coming to 
play in both US policy and international security. In 
the years following its discovery, however, the neces-
sity of conceptual thinking to realize and articulate the 
effects of offensive cyber operations on the world was 
all but ignored. This fundamental gap in the literature 
on cyberspace served as the impetus for Dr. Lin and Dr. 
Zegart – Senior Fellows at Stanford University’s Center 
for International Security and Cooperation – to host a 
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research workshop at Stanford in 2016, uniting distin-
guished researchers and professionals from the US mil-
itary, intelligence, and policymaking communities to 
illuminate the critical dimensions of offensive cyber op-
erations. They deliver the culmination of that collective 
effort in the book Bytes, Bombs, and Spies: The Strategic 
Dimensions of Offensive Cyber Operations. The chapters 
in the volume underscore the emergence of four inter-
related themes regarding offensive cyber operations: 
(1) strategy and doctrine, (2) operational consider-
ations, (3) escalation dynamics and deterrence, and (4) 
the role and relationship of the private sector. In doing 
so, the book significantly advances the literature on the 
technical, political, historical, and legal dimensions of 
offensive cyber operations. 

The first thematic category of the book is introduced 
by Chris Inglis, the former Deputy Director of the Na-
tional Security Agency. In his segment, he identifies the 
roles of intelligence, surveillance, and reconnaissance 
in cyberspace, arguing that the need for persistence in 
all three categories is both operationally justified and 
constrained by legal and structural factors of society. 
He underscores the challenge of ambiguity in cyber-
space, particularly concerning intent, and elaborates 
on how domestic and international law can necessi-
tate restraint in military operations. Inglis concludes 
by providing recommendations for measures that can 
be taken by government departments and agencies to 
reconcile conflicting goals in the cyber domain while 
improving the overall intrinsic power of intelligence, 
surveillance, and reconnaissance efforts. Inglis is fol-
lowed by George Washington University professors 
Henry Farrell and Charles L. Glaser (a former member 
of the Pentagon’s Joint Staff), who explain how effects, 
saliencies, and norms should influence US cyberwar 
doctrine. They argue that understanding the focal 
points of adversaries is critical to anticipating their in-
terpretations of offensive cyber operations by the US. 
They go further by demonstrating the implications this 
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premise has for diplomatic potential and cyber policy development. Dr. Max Smeets and Dr. 
Lin follow this analysis with an overview of U.S. Cyber Command (USCYBERCOM) strategy 
and recommendations for enhancing command capabilities, emphasizing the importance of 
prioritization and operational speed. Their scenario-based analysis of the command’s strategy 
provides a compelling framework for the analysis of the potential outcomes it may yield. These 
three subsections provide comprehensive insight into the roles and impacts of strategy and 
doctrine in offensive cyber operations. 

Dr. Austin Long, a Senior Political Scientist at the RAND Corporation, initiates the book’s 
discussion on the operational considerations of offense in cyberspace. He contemplates the 
circumstances in which strategic influence can constitute a strategic attack in cyberspace and 
employs analysis of nuclear planning processes to frame his approaches to organizational 
planning, execution, and deterrence. The U.S. Naval Academy Keyser Chair of Cybersecurity 
Studies, Dr. Martin Libicki, builds upon the conversation by pointing out that adversaries are 
likely to learn from and adapt to US-based cyber operations: the effectiveness of secondary 
operations, he argues, is a function of how well initial operations can be designed to mitigate 
opportunities for enemy adaptation. Dr. Lin provides a survey of possible approaches to hack-
ing a foreign adversary’s missile development program. Long, Libicki, and Lin’s respective 
works yield important deductions regarding the design, organization, and execution of major 
operations in cyberspace, especially when those operations pursue specific strategic goals. 

Six chapters of Lin and Zegart’s book are dedicated to the theory and analysis of escalation 
dynamics and deterrence in cyberspace. Discussion of these themes is grounded by five types 
of escalatory pressures: intelligence collection, commingling of assets for command and con-
trol, inappropriate rules of engagement and scope, public opinion, and unintended damage. 
Jason Healey – the Founding Director for Cyber Issues at the Atlantic Council – begins this 
discussion by pointing out that cyber conflict is often more escalatory than deterrent. With 
special emphasis on the Iranian response to Stuxnet, several case studies identify the security 
dilemma inherent to states’ behavior as they perpetually work to increase their respective cy-
ber capabilities. Erik Gartzke and Jon Lindsay also subscribe to this view, adding distinctions 
between cyber operations directed towards counterproliferation and preemptive counterforce, 
along with the insight that offensive cyber operations against nuclear weapons systems raise 
the risk of nuclear war. The following chapter reports on research – conducted by Michael 
Gross, Daphna Canetti, and Dana Vashdi – regarding the psychological harms and negative 
impacts of offensive cyber on attitudes and opinions – specifically on public confidence in na-
tional institutions. Steven Bellovin, Susan Landau, and Herbert Lin follow this by articulating 
the fact that appropriate intelligence can yield possibilities for discriminatory cyber-attacks: 
in other words, operations that limit damage to their targets. The twelfth chapter of the book, 
written by Michael Sulmeyer, C. Robert Kehler, and Herbert Lin, expounds upon the legal con-
straints identified by Chris Inglis at the beginning of the book, identifying the characteristics 
of operations in cyberspace that complicate the formulation of policy and rules of engagement. 
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Adam Segal draws upon these five chapters to compose a prospective case study addressing 
the potential for cyber escalation in a military confrontation between the US and China. 

The fifteenth and sixteenth chapters of this book come to opposite conclusions regarding the 
private sector’s role in offensive cyber operations. While David Aucsmith argues for the ne-
cessity of legal reform that would enable private companies to take offensive action consistent 
with the law of armed conflict, Lucas Kello contends that the capacity of such private action 
to upset international conflict stability and to put innocent third parties at risk constitutes 
too great a danger to be ignored. Irv Lachow and Taylor Grossman conclude the book with 
an objective overview of the private sector’s role in supporting offensive cyber operations in 
government. 

CONCLUSION
Bytes, Bombs, and Spies: The Strategic Dimensions of Offensive Cyber Operations fills critical 

gaps in the literature on offensive cyber operations to date, addressing fundamental techni-
cal, political, psychological, and legal dimensions of the strategic cyber landscape. The book’s 
strength is underscored by its diversity of perspective and analysis by esteemed researchers 
and academics in the field, among whom professional experience working in government and 
security-related positions is notably prevalent. The book’s internal validity is enhanced by the 
interconnectedness of arguments that fall under different themes, though it occasionally miss-
es opportunities to substantively discuss contradictions between the array of theoretical frame-
works it espouses. Frameworks for determining and measuring the effectiveness of offensive 
cyber operations constitute a critical gap in the literature, and should be pursued in future 
research. Despite the applicability of the literature in this book to the Stuxnet case study, for 
instance, the weapon’s ultimate effectiveness is its most hotly debated and contested variable. 
It is also the one that poses the most significant strategic, ethical, political, and legal questions 
concerning the future offensive cyber operations. Defining a framework for the measurement 
of operational effectiveness has the potential to inform offensive cyber strategy – and subse-
quently, to influence cyber effects – for generations to come. The knowledge and analysis pro-
vided in Bytes, Bombs, and Spies contributes to the necessary foundation for such an endeavor 
to be pursued.  
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