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ABSTRACT

DoD employs about 3.5 million military and civilian direct employees, contractors,
and reserve personnel. In addition, over 50,000 contracted entities (e.g., groups
and organizations) can connect directly to the DoD Information Network (DoDIN) to
collaborate and protect DoD systems and sensitive data. These imperfect users often
interact with DoD across multiple classification domains and IT systems. Without fo-
cusing on potentially damaging insider activity, DoD will fail to meet the 2018 Cyber
Strategy objectives, and adversaries will continue to erode our technical overmatch
while imposing excessive remediation costs. This erosion occurs not only through
attacks using technical means but also through exploitation of insiders. This article
will introduce and urge the implementation of a framework to more effectively ad-
dress insider threats by providing an empirical measure of each user's risk through
their actual behaviors. This model will give the user nearreal-time awareness of
personal behaviors counter to organizational policy and cybersecurity requirements.
This measure will also empower management to target training, remediation, and
risk reduction while also allowing decision-makers to determine which user risk-ex-
posed areas, roles, or practices require additional remediation. As a result, all orga-
nizational decision levels will be better able to improve cybersecurity resiliency in the
face of an ever-evolving insider threat landscape.

INTRODUCTION

o fully achieve the latest Cyber Strategy (2018) goals, DoD must effectively imple-
ment a comprehensive insider threat program. The National Insider Threat Policy
and Minimal Standards for Executive Branch Insider Threat Programs (EO 13587)
and DODD 5205.16 outline requirements for an insider threat program (2012
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and 2014 respectively),!!! which cover user awareness
training along with monitoring and detection of mali-
cious insiders, but make no mention of non-malicious
insider activity. Today, years after these standards were
first codified, a 2018 DoD Inspector General (IG) report
confirms non-compliance with these minimal policy
standards.®

Without focusing on potentially damaging insider ac-
tivity, DoD will fail to meet the 2018 Cyber Strategy ob-
jectives.®l More importantly, adversaries will continue
to erode our technical overmatch and impose excessive
remediation costs. This erosion occurs through attacks
using technical means as well as by exploiting mali-
cious and non-malicious insiders.”™ This article urges
the immediate implementation of an empirical user
behavior measurement framework to drive individual
awareness, compliance, and accountability, which will
reduce an adversary's ability to conduct daily opera-
tions and enable management to more effectively ad-
dress the insider threat. It will also allow senior lead-
ers to see organizational cybersecurity strengths and
weaknesses at the user level, allowing the empirical
decision support that is lacking today.

Malicious Insiders

Malicious insiders are organizational users with ac-
cess and hence have a unique ability to exploit informa-
tion technology (IT) assets to harm the organization, its
customers, or its employees.” While representing a tiny
percentage of the workforce, these insiders often plan
and execute attacks over long periods of employment,
and their impact can psychologically devastate entire
organizations. In addition, these trusted actors interact
personally with colleagues as team members and, with
no warning, betray organizations with a level of deceit
that devastates colleagues and organizational cultures
for long periods.” The US has suffered its share of sig-
nificant malicious insider incidents, such as Private
Manning, Edward Snowden, and Robert Hanssen.!®
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The impact of each successive compromise increases as the data accessible within IT sys-
tems also expands. These losses have led to reactionary and wholly inadequate policy changes
to prevent compromise recurrence.”’ The apparent daily loss of personal information and in-
tellectual property compounds injury caused by these malicious insider events. Collectively,
insider-attributed losses continually add to what has been identified as the most significant
transfer of wealth and knowledge in human existence.'”’ Moreover, these compromises are not
only attributable to the malicious insider but also the non-malicious insider.

Non-Malicious Insiders

DoD must continue to pursue programs to identify and manage the unique malicious insider
threat. Still, non-malicious insiders can also have devastating, long term impacts, given their
ongoing, sometimes multi-year interaction and decision-making related to DoD IT systems.['!
Non-malicious insiders typically make a myriad of poor decisions (e.g., by clicking on spam
email links, misplacing Common Access Cards [CAC], leaving devices unlocked, visiting inse-
cure websites, introducing malware onto networks, leaving government assets unsecured, or
ferrying DoD data across home and public resources). These imprudent actions are often due
to ignorance, impatience, gullibility, or the promise of a short-term increase in productivity.!'?
The DoD employs about 3.5 million military and civilian direct employees, contractors, and re-
serve personnel.® In addition, over 50,000 contracted entities (e.g., groups and organizations)
can connect to the DoD Information Network (DoDIN) to collaborate and protect DoD systems
and sensitive data."¥ These imperfect human users often interact with the DoD across multiple
classification domains and IT systems.!™ To illustrate the problem, if only 0.1% of the insiders
produce one activity per year resulting in an incident, this equates to more than 3,500 annual
incidents even if the impact of the contracted entity workforce is ignored.

Many of the same insider threats that plague the DoD also plague large commercial entities.
For example, 85% of commercial sector data breaches involve human error. More troubling,
the average time to detect a violation exceeds 220 days, and the time to correct an incident is
an additional 80 days.!"!y Meanwhile, the DoD also faces multiple, dedicated, nation-state-spon-
sored adversaries and advanced persistent threats (APT).'”! The adversarial threats patiently
find and exploit the weakest link, which far too often is the insider.

A complete cybersecurity strategy includes technical, procedural, and physical controls.
DoD has implemented a complex cybersecurity model that implements a significant IT and
technical security controls investment to combat global risks. The 2018 Cyber Strategy men-
tions many of these technical controls. Still, it seriously neglects the insider threat and the
tools and awareness that senior leaders and managers need in order to identify or mitigate
these issues. Generalized annual user awareness training is often the only tool leadership
is provided with, which only marginally addresses the risk. In addition, security best prac-
tices prescribe an architecture with several layers of complementary defensive capabilities,
commonly referred to as a Defense-in-Depth.!'”! For example, a primary component of DoD's
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technology investment is the Joint Information Environment (JIE), representing $1 billion of
its overall $42 billion annual IT investment.*" Yet, despite this significant technological invest-
ment, either malicious or non-malicious insider actions can quickly defeat the effectiveness of
these expensive technical controls.!

The DoD workforce provides the muscle, ingenuity, and productivity critical to mission ac-
complishment. It is also made up of imperfect humans. Research overwhelmingly confirms
that humans are poor decision-makers regarding cyber risk evaluation and cybersecurity poli-
cy compliance.” Mere chance often prevents poor risk decisions from resulting in catastroph-
ic compromise. Absent constant monitoring and behavior re-emphasis, poor behavior will re-
main a given. Lack of immediate adverse consequences leads to a new normal of self-serving
or complacent behaviors until a costly cyber incident occurs at the hands of an opportunistic
and patient adversary. Management and users typically do not acknowledge a problem until
the breach is discovered, and the forensics, if conducted, uncovers the causative user activity.
Often, these results may not be available for months or even years after the attack event.

Considerable research has sought to determine the reasons, behaviors, or triggers that cause
woeful compliance by well-meaning users.*! However, from a risk perspective, more important
than the why of human behavior, is the existence and scale of this risk. Insider threat controls
must manage this risk more completely. These controls must enable empirical management
visibility, drive personal awareness and accountability, and target training that improves com-
pliance and overall cybersecurity risk.?* The DoD cannot leave cybersecurity at the user level
to chance, given the stakes posed by near-peer adversaries with collectively greater resources,
patience in achieving effects, and aggressive cyber exploitation policies.?”

Recommended Strategy

Information Assurance (IA) training has been used to improve user cyber risk perception
and decision making. The DoD has implemented mandatory annual training, but achieving
100% compliance has proven difficult, thus limiting the collective benefit. Research indicates
that static training approaches, similar to those implemented by DoD, are ineffective.?" Fear,
punishment, and peer pressure mitigation approaches are equally weak.?” Instead, mixing
targeted training to raise specific user awareness and increased personal responsibility has
proven more effective.?®! DoD should adopt these more dynamic approaches to optimize train-
ing efficiency better. Following an initial focus on base cybersecurity policies, individually
measured risk behaviors that cover user gaps would overall raise the workforce’s cyber effica-
¢y and improve DoD's overall cybersecurity posture.

Using the Fair Isaac Corporation (FICO) credit score and creditworthiness model may be
instructive for the next component of the recommended strategy. Used by the industry as an
indicator of creditworthiness, a FICO score measures a person's credit trustworthiness based
on historical financial behaviors and demographics.?” Users can actively monitor their credit
scores in many ways,®% and this awareness significantly improves credit behaviors, knowledge,
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and average FICO scores.®! FICO scores assist credit providers in making monetary trust de-
cisions that will impact the provider and financial community of lenders and consumers alike.
Monitoring applications allow users to see real-time changes in scores and provide training
and guidance on improving scores.*?! Despite a lack of formal financial training, FICO moni-
toring educates and perceptibly alters behaviors that benefit the community and the user.t
For the DoD, user cybersecurity monitoring would similarly provide a user-specific score by
calculating compliance using various key measurement factors (e.g., Internet search patterns,
email patterns, cyber policy adherence). This "online risk score" feedback can appear on the
user's desktop screen to enable direct feedback and tailored training and instruction for spe-
cific behavioral challenges. Focused education would reduce non-compliance and stimulate
positive score results, thus emphasizing healthier organizational cybersecurity behaviors.

This online risk score over time would be affected by a user's specific behaviors. Scores
would be aggregated at several decision-making levels: individual, supervisory, departmental,
and organizational, making users accountable for compliance behaviors and improving reme-
diation visibility throughout the decision chain. Measuring personal and corporate account-
ability allows targeted management, mitigation, investment, and training at crucial risk sites
and enables positive incentives and recognition for compliant behaviors. Scoring should be
tailored over time to meet the changing threat landscape. Factors to track behaviors and their
periodicity can reflect compliance trends (e.g., malware infections, data access patterns, and
encrypted traffic patterns). Monitoring these scores would drive individual behavior change
and provide the visibility required to address the aggregate insider threat effectively.

User Behaviors of Concern

Hiring employees costs time and money and lowers productivity while positions are un-
filled and new employees learn their roles. Per-employee onboarding investments often exceed
$4,000 and require up to eight months to gain full employee productivity,** which pressures
employers to bring new employees to a productive state as soon as possible. Employers need
to provide new employees with all the assets, data, and IT access necessary for them to do
their job, employee productivity is a high priority. Several leading management books and
best practices note that trust between management and the workforce is essential to achieve
maximum productivity.?>! Whether personal or work-related, trust is critical to effective hu-
man relationships, but unearned or unwarranted trust can never be blindly assumed. Grant-
ing complete trust is more problematic in the information assurance (IA) and cybersecurity
domains, where new employees very early on gain full access to critical organizational data
and assets. On average, 17% of new hires depart in the first six months, and 26% leave within
12 months. Unearned trust and undue early access expose an organization to greater risk of
data compromise, loss, or espionage.©¢ Early trust often works out and thus promulgates the
behavior. However, today the adverse impact in our highly connected world can be devastating
(the average global cost per data breach is $3.6 million, the US average is over $8.6 million,
with some violations exceeding $133 million. The OPM breach may approach $1 billion).”
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Human evolution has allowed us to make sound life or death decisions in the physical world,
but we are still groping for ways to recognize and counter virtual world threats.©®

User behaviors that breach trust and compromise cybersecurity are an open research prob-
lem. A report co-sponsored by the National Institute of Standards and Technology (NIST) and
the General Services Administration (GSA) found that only 26 of 789 journal articles and con-
ference papers reviewed touched upon user behaviors. Most of these 26 lacked empirical data
and specificity.®”! A review of 49 scholarly papers found similar results. Many discussed ma-
licious insider behaviors and gave psychological explanations to help understand and detect
such behavior, yet very few discussed non-malicious insider behaviors and actions that com-
promise security. Papers discussing non-malicious insiders focused more on user attitudes
toward cybersecurity and information assurance policies without analyzing specific activities
that compromise security. Understanding the psychology behind compromising user behavior
is critically important, but these articles do little to help identify tangible mitigations, user ac-
countability, or specific ways to change these troubling behaviors. A recent SANS Institute re-
port identified causes for organizational endpoint compromise. The top reasons (representing
63% of all events) either directly or indirectly involved the internal user and the significance of
the insider threat problem, and lists the following attack vectors involving the user:*%

1. Browser-based attacks: visiting compromised websites that implant malware
2. Social hacking: clever spam messaging targeting groups or specific internal users
. Malicious external actors interact with a trusting insider to gain sensitive organizational information (e.g,, credentials, assets, data, or intellectual property)

3

4. Ransomware: typically delivered through organization-wide spam messages seeking at least one unwitting/malicious employee to enable the attack

5. Credential theft or compromise: theft or loss of an organization’s asset, often stemming from carelessness in managing credentials, data, or equipment
6

. Infected, malicious USB or attached media devices connect to the organizational T infrastructure or connect remotely via an infected platform (e.g, home,
hotel, Wi-Fi hotspot)

7. Exploited common vulnerabilities and exposures (CVE): disabling antivirus (AV) programs, blocking AV program updates, or preventing patch application
for critical system software

8. Compromised/unauthorized applications: introducing compromised applications, enabling malicious software to run on corporate assets, or connecting to
the organization’s network via compromised off-network platforms

First published in 2008, the Verizon Research, Investigations, Solutions, Knowledge (RISK)
Team Data Breach Investigations Report (DBIR) aggregated information security (IS) incident
data analysis. The 2016 DBIR describes several problems directly enabled by internal user
actions. Below are three of nine highlighted patterns that add context to the user risk score:

1. Miscellaneous errors (17.7% of breaches): 26% of these errors involved sensitive information sent to an unauthorized person, with the balance consisting
mainly of internal human error or negligence.

2. Insider and privileged account misuse (16.3% of breaches): 34% of these were motivated by financial gain; 25% were linked to espionage.
3. Physical theft and loss (151% of breaches): 39% of these losses involved user workspace; 34% involved the user’s vehicle.*!

Based on a study of over 1,000 previous data breaches, the Software Engineering Institute
(SEI) in 2016 updated best practices in reducing malicious insider risk, which is also relevant
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to developing a general risk score for all internal users. We will apply most of these practices
to risk areas discussed in the prior reports:1*?

Practice #1: Know and protect critical assets (and regularly evaluate who needs access)

Practice #2: Formalize an insider threat program

Practice #3: Document and consistently enforce policies and controls

Practice #4: Beginning with hiring: monitoring and responding to suspicious or disruptive behavior

a) Perform reoccurring background investigations on staff:

i, Criminal background

ii.  Credit Check

jii. Social Media Sentiment Analysis

iv. Dark Web Credential/Identity Analysis
Practice #5: Anticipate and manage negative work environment issues
Practice #6: Monitor social media activity thoroughly
Practice #7: Structure management and tasks to minimize insider stress and mistakes
Practice #8: Incorporate malicious and unintentional insider threat awareness into periodic security training for all employees
Practice #9: Implement strict password and account management policies and practices
Practice #10: Institute stringent access controls and monitoring policies on privileged users
Practice #m1: Deploy solutions to monitor employee actions and correlate information across multiple data sources
Practice #12: Monitor and control remote access from all endpoints, including mobile devices
Practice #13: Establish a baseline of normal behavior for both networks and employees
Practice #14: Enforce separation of duties and give users the least access necessary to execute their roles
Practice #15: Institutionalize system change controls
Practice #16: Close the doors to unauthorized data exfiltration
Practice #17: Develop a comprehensive employee termination program

The DoD cannot afford to wait to implement a system that enables the awareness, respon-
sibility, and methodology to improve cybersecurity and personal accountability. The solution
highlighted here lacks production-grade testing and refinement. Still, it is prompted by conclu-
sive proof of pervasive insider threats, both malicious and other, current cybersecurity practic-
es, well-established research, and overwhelming forensic evidence. This recommended model
is the first step in a process that would evolve to meet dynamic threats as production data helps
to refine the framework.

Initially, the framework will use relative scoring and subjective weighting to tie user behav-
iors to compromise potential. The initial stages of implementation will drive user awareness
and accountability, adding empirical certainty to the risk calculation. Weights, measures, and a
scoring framework will help to gather feedback and refine the process, providing management
with a more reliable picture of strengths and weaknesses, and optimize framework value and
predictability over time.

Between 2008 and 2018, the Verizon DBIR has consistently characterized the insider threat
impact and has made it clear that organizations will continue to suffer severe consequences if
this threat isn't effectively addressed. The proposed User Online Risk Score (UORS) will pro-
vide a model for measuring and managing that portion of the cybersecurity threat.
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Score Components

The UORS model relies on previous research and articles organized around seven differently
weighted categories and uses a maximum of 3000 points, with points subtracted from each
category based upon the initial draft framework represented in Figure 1 below.

Category Practice Characteristics Attributes [ Score % JPoints

Credential Management Praciice #10 - Implement Strct Password and Account Management Polcies and Practices Track PasswordCredential Change History

Practice #1 - Institute Stingent Access Controls and Monioring Policies On Prvleged Users Tiack Password/Credential Complexty
Praciice #15 - Enforce Sepration of Duies and User Least Priikege Access Levels [Track Password Credential Diferences Between Roles and Access Levels |
Tiack Priviege Credental Usage a)
Practice #1 -Know and Protect Crical Assets (and who hes access to them) Track Data Copied, Moved, Uploaded, or Wiiten to Removeabl Media
Practice #13 - Moritor and Control Remote Access from Al End Points, Inciding Mobil Devices Tack Data Copied, Moved, Uplcaded, or Writen During Remote Access
Practice #19 - Close the Doors to Unauthorized Data Exitration Track Data Assets Atached Witin Email
Track Usage of Remote Storage (CloudDrop BoxiDrve) Il 20% 600
Track Asset Inventory Presence and Location
Tack Software Update (Patch) History
[Tiack Asset Software Inventory at Appropriate Patch Level
Asset Usage Praciice #2 - Deveopa Fomaized Insider Thieat Program ITratkEx\ema\WEbS\lesV\s\led
Practice #12 - Depby Solitions to Monitor Enployee Actions and Cortelate Information Actoss Muliple Data Sources Track ntemal Sites Accessed
Pracice #14 - Establsh a Beseline of Normal Behavior for Both Networks and Employees [Treck Dark Web Access
Tiack Login Staistics per Credential (Online/Offine nternalRemote)

15% 450

Asset Management

Track Assets and Data Accessed Wiie Coected Local
| Track Assets and Data Accessed While Connected Rsm’\{&}y l” 20% 600
Track Email Atachments Sent/Received (Uphaded/Downloaded)
[Track Usage Statistics of Encryption and VPNs.
Track AV Statstcs per Credential
| Track. t Statistics Per Credential
I P0|Icy Adherence ;mcﬂte #3 - Document and Consistently Enforce Poiicies and Controls Track Intial Indoctrination Training Adnerence

ractice #9 - Incorporate Malicious and Unintentional Insider Threat Awareness Into Periodic Security Training for Al Employees  [Track Training Hours v 5% 150

Track Privileged Access Agreement (PAA) Adherence g

Track Acceptable Usege Polcy (AUP) Adherence

Practice #8 - Structure Management and Tasks to Minimize Insider Stress and Mistakes | Track Work Hours
Work Stressors Pracice #17 - nsfutonalize System Change Conlral rack Hours Outside of Wok Roe Stated Norms v 10% 300
[ Track Change Management Logs o

[Track Audit and System Access Logs

| ‘Antcipate and Manage Negaive Issues in the Work Enyionment i Demotions and Annual Ralings
Practice #20 - Develop a Comprehensive Employee Termination Program Track Work Atercations, Disagreements, and Formal Complaints Vi 10% 300
[Track Factors Leading to Early Transition o
Track Anonymously Submitied Concerns
- Praciice £ - Begining With the Fifing Process, Monior and Respond 10 Suspicious of Distuplve Behavior Periodic Background Check
| External Behaviors Practice #7 - Be Especialy Vigiant Regarcing Social Media Periodic Credit Check
Periodic Criminal Check VIl 20% 600
Periodic Dark Web denity Analysis
Periodic Social Media Sentiment Analysis

Figure 1. User Online Risk Score (UORS) Model

Work Behaviors

The UORS score would measure the relative risk each user represents compared to other
users within the same work role and could be used to aggregate the relative risk that a work
role, group, or division represents. In this way, leadership can use this tool to allocate limited
resources to prioritized areas of manageable risk. In addition, over time, an organization may
choose to modify the model to address future areas of risk that become a concern after initial
implementation, analysis, and mitigation efforts.

The seven categories represent areas of significant risk posed by internal users.

1. Credential Management. Risk related to user choices accessing corporate assets with login credentials. Scores depict usage, change statistics, and creden-
tial separation between user access roles. Low scores may indicate poor user behavior or high-risk levels associated with work roles and access to critical
assets. This area could indicate suboptimal organizational processes or the need for specific training or more segregated sensitive roles and accesses.

2. Organizational Asset Management. This category evaluates user behaviors in accessing organizational data and maintains assigned physical assets. This
category also focuses on how the user accesses, copies, and modifies data. A low score may mean the user has placed organizational data or physical assets
ata higher potential for compromise, which might require modification of asset management or inventory processes.

3. Organizational Asset Usage. This category focuses on user behavior insofar as exposing information technology (IT) infrastructure at risk by quantifying
websites visited, emails sent and received, interactions with the antivirus program, and login specifics. Low scores could indicate the possibility of an asset
or data breach by an external entity who was knowingly or unknowingly assisted by the internal user. This should trigger the information security (IS)
response team to take immediate actions.

4. Information Assurance (IA) Policy. Adherence Scores rate user risk associated with policy knowledge, training, and 1A/IS auditable practices, and the need
for more or specific training.

5. Work Environment Stressors. This focuses on user work patterns that may drive higher stress levels and increase the chance of costly accidents, apathy,
or destructive attitudes. Behaviors tracked include demand signals for work outside of regular business hours, work dissatisfaction, and involvement in
operational environment changes. The confluence of additional off-duty work demands and corrections to production environments can increase risk and
thus require employee work-life rebalancing or changes to production modification procedures.
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6. Work Environment Behaviors. This category measures workplace events that could increase organizational risk exposure for employees or IT infrastruc-
ture. Events such as promotions, demotions, work-related altercations, formal complaint participants, compensation actions, staff ratings, and critical life
changes are tracked to determine potential risks. Low scores may indicate a need for Human Resources Department or management intervention.

7. External User Behaviors. This category tracks non-workplace behavior that could increase risks to the organization, staff, and customer base. A 2009
report cited some 572,000 violent crimes committed at work or on duty,“ many detectable with a pre-employment background check or by using periodic
verifications/recertifications. This category would call for routine background checks, credit reports, social media sentiment checks, and Dark Web analysis.
Employee stressors change throughout life and often can have devastating impacts on the organization.

Data Capture

Data required for an initial system build is mostly aggregated metadata, which comes from
the existing data source systems. The UORS model would extract processed data from other
solutions and data owners. Permissions from the data owners would be required. UORS would
not require the raw data, only aggregated and processed statistics, thereby reducing UORS
data storage requirements to less than the original system requirements. Data for the model
would be drawn from the following sources.

1. Human Resources Department managed user-specific data (i.e., background check, promotion, evaluation, salary band information, formal and anonymous
complaint statistics, regular work hours)

2. Password|Credential usage statistics from the authentication and authorization (AAA) solution
Virtual Private Network (VPN) statistics

. Email statistics from mail servers and local computer clients.

. User web usage statistics
Network architecture statistics associated with user equipment
Call detail records (CDRs) from organizational cellular billing solution

. Office phone usage and CDR statistics

O o N oN T W

SharePoint and other knowledge management statistics

10. Antivirus (AV) statistics

11. Intrusion detection and firewall statistics.

12. Insider threat detection statistics

13. Inventory tracking system: specific equipment assigned to and in use by the user
14. Common Access Card (CAC) management statistics.

15. Windows profile, screensaver, and host policy statistics

16. High-profile employee usage statistics

17. Training department, acceptable use policy, and IT/IA training statistics.

18 Formal trouble ticket statistics associated with the user and their equipment
19. Physical security team: badge locations, hours, and infout statistics.

20. Audit log and change management statistics.

Score Computation

The UORS sample framework is shown in Figure 1. Examples of detailed scoring charts are
shown in Figures 2, 3, and 4 within Annex A. Although each category is broken into sub-com-
ponents, some highlighted items are described below:

1. To counter the previously discussed tendency to initially trust new hires, the UORS model will lower the score (indicating higher risk) for unproven new
hires, who have yet to assimilate with fellow staff, policies, practices, and workplace norms.
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2. Employers who allow [Taccess before a complete background check or without executing periodic checks (credit, police, social media sentiment, Dark Web
presence) will see the risk go up for affected employees.

3. US employees tend to work longer hours than those in other developed nations. ! Moreover, immature organizations tend to push staff to work even harder
and longer. Research strongly confirms that higher hours, late-night emails, answering work calls in off-hours, and being connected to the workplace at all
hours are counterproductive and costly for both the employee and employer. Working long and dynamic hours significantly increases the risk of mistakes,
employee fatigue, apathy, disgruntlement, unplanned time off, higher health care costs, turnover, espionage, or vandalism. Accordingly, the UORS model
would reduce scores for long hours and dynamic off-hour work duties, especially for those with elevated privileges.®!

4. The more a privileged account is used, the higher the risk for organizations. Best practices limit such use to necessary functions, separate roles, and
accounts.* The UORS model would include high use in the risk score. Employee overuse of a privileged account, committing espionage, or an organization
plagued with bad practices would all be scored low.

5. The more a user remotely accesses the IT infrastructure, selects links within an emai, or accesses external websites, the lower the UORS score will be, in
order to reflect this increased risk.

6. The UORS will account for Information Technology and Information Assurance policy and practice adherence. For example, inadequate awareness or training
increases user risk.

Proposed Implementation

Implementation within the DoD would occur in phases, which would combine empirical rig-
or with DoD-specific data. The phased approach would also add functionality and value as the
model matures. The first phase would include refining and adding probabilistic rigor to the
model. The second phase would address platform security, user civil liberties, and privacy con-
cerns that may affect complete deployment. During the first two phases, limited users would
interact with the model output to allow testing, refinement, and model maturation.

The third phase would expand access while incorporating feedback to increase the tool util-
ity, user awareness, and personal accountability desired. In addition, this third phase would
include the organizational risk, training teams, and management to enable more effective tar-
geted training and corporate risk reduction. The fourth phase would be a more robust roll-out
to more DoD activities and agencies. Within the last stage, a DoD enterprise-wide view would
be added to enable senior DoD leader risk decisions.

CONCLUSION

The DoD invests heavily to achieve a technical overmatch with adversaries.*”! Unfortunately,
in recent years this overmatch has eroded. Like the 2011 and 2015 strategies before, the 2018
Cyber Strategy lacks the specific vision and actions necessary to reverse this trend.*¥ This arti-
cle urges a strategy and framework implementation to more effectively address insider threats
by providing an empirical measure of each user's risk through their actual behaviors. UORS will
give the user near-real-time awareness of personal behaviors counter to organizational policy
and cybersecurity requirements. This measure will also empower management to target train-
ing, remediation, and risk reduction while also allowing decision-makers to determine which
user risk-exposed areas, roles, or practices require additional remediation more accurately. As
a result, all organizational decision levels will be better able to improve cybersecurity resilien-
cy in the face of an ever-evolving insider threat landscape, thereby collectively strengthening
the DoD cybersecurity position and fulfilling the 2018 Cyber Strategy objectives.®
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Figure 4. UORS Categories VI &VII Scoring

FALL 2021

131



