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INTRODUCTION

uring these uncertain times of relentless cyber onslaughts against critical US

infrastructure and DoD networks and systems, cyber leadership has never

been so important to effectively defend and manage the national cybersecu-

rity ecosystem. The intensive and crippling nature of cyber conflict requires
cyber leadership not only to defend against cyberattacks of significant consequence
but to also generate integrated cyberspace effects in support of operational plans and
contingency operations.

The summer edition of The Cyber Defense Review (CDR) marks the seventh issue of
our scholarly journal, which features three leadership perspectives, a professional com-
mentary, four research articles, and one book review. BG Kenneth Hubbard and MA]J
Jared Nystrom discuss financial stewardship in the cyber ecosystem, while COL David
Wallace and LTC Mark Visger address the use of weaponized “honeypots” under the
customary international law of state responsibility. COL (Ret) Keith Tresh and Maxim
Kovalsky provide their leadership perspective on California’s Cybersecurity Integra-
tion Center and its advances in automated information sharing. Andy Cohen comments
on effective cyber leadership, which stresses the importance of directing assumptions
towards productive behavior. The CDR research articles address national workforce de-
velopment for cybersecurity, best practices for teaching cybersecurity in small pub-
lic universities, the consequences of state-sponsored hostile cyber operations under
international law, and cybersecurity architectural analysis for complex cyber-physical
systems. Finally, Dr. Jan Kallberg and Cadet Daniel Muncaster review Strategic A2/AD

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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Colonel Andrew 0. Hall is the Director of
the Army Cyber Institute at the United States
Military Academy (USMA) located at West
Point, New York. In his position as Director, Col-
onel Hall leads a 53 person multi-disciplinary
research institute and serves as the Chairman
of the Editorial Board for The Cyber Defense
Review journal; and Conference Co-Chair for the
International Conference on Cyber Conflict US.
(CyCon US.). He has a BS. in Computer Science
from the USMA, an M.S. in Applied Mathematics
from the Naval Postgraduate School, and a Ph.D.
in Management Science from the University of
Maryland. Colonel Hall additionally teaches in
the Department of Mathematical Sciences and
the Department of Electrical Engineering and
Computer Science at the USMA. Since 1997, Col-
onel Hall’s military career has been focused on
operations research and solving the Army’s most
challenging problems using advanced analytic
methods. Colonel Hall also serves as the Presi-
dent of the Military Applications Society of the
Institute for Operations Research and the Man-
agement Sciences. His research interests include
Military Operations Research, Cyber Education,
Manpower Planning, and Mathematical Finance.
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in Cyberspace, which details the growing importance
of cyber capabilities to the global balance of power.

I am pleased to announce that in July, the CDR in-
stalled the ScholarOne Manuscript web-based sys-
tem to integrate manuscript invitation, submission,
file conversion, correspondence, tracking, reviewer
management, decision making, reporting, and user
data management. Further, this system also inte-
grates our CDR print and online production. Along
with the end-to-end, customizable workflow system,
the CDR also gets the benefit of working with a qual-
ified team of manuscript implementation, training,
and support experts. Also, we are excited with the
CDR’s continued relationship with JSTOR and its
Security Studies collection, which now reaches
8,000 institutions and libraries in 160 countries.
While CDR articles and authors are on JSTOR,
Google is busy indexing their work for the cyber
community.

The next opportunity for our community of cyber
researchers, scientists, teachers, practitioners, oper-
ators and leaders to meet, discuss, challenge, and
explore future solutions within the cyber domain is
the 2018 International Conference on Cyber Conflict
U.S. (CyCon U.S.), which is a collaborative effort
between the Army Cyber Institute at West Point
and the NATO Cooperative Cyber Defence Centre of
Excellence (CCD COE) will be held November 14-15,
2018 at the Ronald Reagan Building in Washington,
D.C. As a venue for fresh ideas, relevant and ac-
tionable content, and insight into future trends, Cy-
Con U.S. seeks to promote multidisciplinary cyber
initiatives that advance research and cooperation
on cyber threats and opportunities. To support this
year’s theme of “Cyber Conflict during Competi-
tion”, the CyCon U.S. conference is seeking papers
that speak to the combination of cyber, electronic
and information operations that infiltrate systems



and infrastructure, influence the sentiments of the populace and national decision makers,
destabilize partners and allies, and set conditions for a ‘fait accompli’ campaign with
conventional forces. In addition, this year’s CyCon U.S. conference marks the inaugural
meeting of the world-class CDR Editorial Board. Please visit our ACI CyCon U.S. website
for more information. Stay tuned for an impressive lineup of authors in the Fall CDR,
to include GEN Joseph L. Votel, Commander of U.S. Central Command; Angela Messer
and Brad Medairy, both senior cyber executives at Booz Allen Hamilton; Aristedes
Mahairas, FBI Special Agent in Charge of the New York Special Operations and Cyber
Division; Reva Goujon, Vice President of Global Analysis at Stratfor and Geopolitical Risk
and Forecasting Expert. We look forward to continuing our dynamic, multidisciplinary
dialogue on cyberspace.®
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Financial stewardship in the
Land of “I's and O's”

Brigadier General Kenneth D. Hubbard
Major Jared Nystrom

ABSTRACT

udget processes supporting cyberspace operations are uniquely challenged

due to their dispersal within Department of Defense (DoD) Services and agen-

cies. This budgetary structure fails to provide the visibility needed to analyze

and report on cyberspace investments. Furthermore, this structure fails to pro-
vide the resolution, with a high level of confidence, on how the DoD executes money
in support of cyberspace operations. Establishing a budgetary process similar to that
employed by special operations would synchronize and integrate funding activities
to operational functions and tasks. This includes the creation of a cyberspace Major
Force Program (MFP) that would provide cyberspace budget lines throughout the
department. These proposals would create a budgetary structure that could best serve
the unique requirements demanded in cyberspace. Doing so would act to acknowledge
the cyberspace domain as a separate environment integrated across all Services.

The diffuse nature of the military cyber budget presents the Department of Defense
(DoD) with a challenge for effective budgetary management; DoD must develop a new
method for managing cross-program funding to improve mission effectiveness and
achieve management efficiencies.!!! Cyberspace is not unique among warfighting
domains in that operational readiness is dependent upon the timely execution of a
balanced program of resources tied to valid requirements. The DoD budgetary struc-
tures have kept pace with the explosive growth in cyberspace; however, the resulting
system fails to provide the visibility needed to analyze and report on cyberspace invest-
ments. Aligning cyberspace budgetary processes to better support operations would
provide increased transparency and improve force readiness by synchronizing capabil-
ity development across the DoD.

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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Brigadier General Kenneth D. Hubbard currently
serves as Director of Resource Management for
3rd Army ARCENT G8, and previously served as
the Director, Capability and Resource Integration
J8, United States Cyber Command. He is the son
of a career Army officer and a 1986 graduate of
the South Carolina State Army ROTC Program.
His assignments include the Director for Re-
source Management (G8), IMCOM; the Director
of the Army Budget’s Operations and Support
Directorate; USFOR-A J8 while assigned as the V
Corps G8, Operation Enduring Freedom, Afghan-
istan; Division G8 (Comptroller) for 1st Infantry
Division, MNSTC- G8, Operation Iragi Freedom,
Irag; Contingency Operations Budget Analyst,
Army Budget Office; and Defense Resource
Manager, J8, Joint Chiefs of Staff. BG Hubbard
is a graduate of the Industrial College of the
Armed Forces and Air Command and Staff Col-
lege. He holds graduate degrees from Syracuse
University and the National Defense University.
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Every DoD Service and agency submits an an-
nual budget estimate in order to build the overall
DoD budget, which is then provided as part of the
President’s Budget (PB) request to Congress. ?! This
budget is a detailed forecast of the next two-year’s
financial execution developed in accordance with
fiscal programming guidelines, as well as assess-
ments of on-going programs. ! It aligns with Con-
gressional appropriations, and includes justifica-
tions to provide transparency regarding the in-
vestment of taxpayer dollars in defense programs.
Programs within the defense budget are organized
into Major Force Programs (MFP), which aggregate
program elements that reflect a force or support
mission and contain the resources necessary to
achieve an objective or plan.™ Currently, cyber-
space operations are not organized within an MFP,
with budget lines diffused within the financial
records of individual Services and agencies. Budget
analysts and staffers must manually correlate cyber-
space efforts across multiple, disparate budget
estimates to gain a basic understanding of how
funds are being invested.

The lack of oversight of cyberspace resource plan-
ning, programming and budgeting have consistent-
ly been a contentious issue since the establish-
ment of U.S. Cyber Command (USCYBERCOM) as
a sub-unified command. During the 2010 confir-
enate Armed Services Committee characterized this
lack of oversight as well-known within the Federal
Government. ®! Furthermore, the Congressional lan-
guage during this time-period describes the issue
as fragmented within the DoD, the executive branch
as a whole, and within Congress. ! Initial attempts
to provide a unified budget drew upon authorities
granted to the DoD Chief Information Officer (CI10)
within the Information Technology Management
Reform Act. Also known as the Clinger-Cohen Act,
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Major Jared Nystrom is an Operations Research
and Systems Analyst (ORSA) Officer assigned
to J8, United States Cyber Command. He is a
graduate of Tulane University ROTC where he
received Bachelor’s Degrees in Economics and
Psychology and commissioned into Military In-
telligence (MI) detailed to Armor. He previously
served in both the 2nd and 14th Cavalry Regi-
ments and commanded B Company, 532nd M|
Battalion, Republic of Korea. He holds a Master’s
degree from the Air Force Institute of Technol-
ogy (AFIT) and will return this fall to pursue
aPh.D. in Operations Research.

this legislation was signed into law as part of the
1996 National Defense Authorization Act (NDAA).!!
This law improved the methods used by all Fed-
eral agencies to acquire, use, and dispose of
Information Technology (IT) by leveraging enter-
prise solutions,® and was later established in pol-
icy through the Office of Management and Budget
Circular A-11." The Clinger-Cohen Act charges the
DoD CIO with the responsibility for reviewing
and providing recommendations to the Secretary
of Defense (SecDef) on budget requirements for
IT and national security systems.!'” Although
initially conceived to handle business operations
IT, the authorities granted in the Clinger-Cohen
Act were later attributed to cyberspace operations
to include both offensive and defensive capabili-
ties.' The current budgetary framework developed
organically through this process. This extrapolation
of authorities from business support IT to oper-
ational cyber mission forces results in a system
ineffective in developing and providing oversight of
a cyberspace budget across the Services and Joint
Forces. This introduces potential risk to force re-
adiness due to a lack of synchronization of develop-
ment amongst Services, and the inability to function
as a combined joint force.

A brief history of the US special operations offers
insight into the effective application of military
operations resourcing within a nascent command.
The U.S. Special Operations Command (SOCOM)
possesses unique Service-like authorities for fund-
ing and accounting. To explain this unprecedented
authority, Charles G. Cogan provides a contem-
porary perspective as chief of the Near East and
South Asia Division in the Directorate of Opera-
tions of the Central Intelligence Agency between
mid-1979 and mid-1984.1"2 Cogan assesses the
capability gaps following the failure at “Desert

SUMMER 2018 | 17



FINANCIAL STEWARDSHIP IN THE LAND OF “1’S AND 0’S”

One” as well as the articulation of intent behind the Cohen-Nunn Act that consoli-
dated Special Operations under SOCOM.™I In April 1980, the United States military
suffered a humiliating defeat during the failed attempt to rescue 53 Americans during
the Iranian hostage crisis. The multiple setbacks at Dasht-e-Kavir, also known as “Desert
One” ¥ resulted in the failure of Operation Eagle Claw, and tragically the death of eight
American service members. [1°!

Following an internal investigation, chaired by Admiral James L. Holloway, the DoD
established a Counterterrorist Joint Task Force (CTJTF) in 1980 as a field agency of the
Joint Chiefs of Staff (JCS) to consolidate advocacy for special operations. ¥ Congress later
took a more significant role in the organization of Special Operations, culminating with
the passage of Public Law (PL) 99-661 in 1986.1"7I Section 1311 of this legislation adds
Section 167, Title 10, which formally established SOCOM as a four-star unified command
tasked to prepare special operations forces to carry out assigned missions.!"® Further-
more, this legislation directed the SecDef to appoint an Assistant Secretary of Defense for
Special Operations and Low-Intensity Conflict (ASD(SOLIC)), and create a new major
force program (MFP) category 11 for the DoD Five-Year Defense Plan.!"” The Congress
tasked the ASD(SO/LIC) to prepare and justify program recommendations for the newly
minted MFP, and restricted the authority to the SecDef for any reprogramming of special
forces operations.? Comparatively, the cyberspace domain requires this level of over-
sight and authority to properly execute resources.

The establishment of Special Operations Forces (SOF) MFP 11, managed by the AS (SO/
LIC), provides clear traceability of resources from the Congress directly to the SOF com-
munity. Programs organized under an MFP allow a more precise articulation of invest-
ments, facilitating immediate identification of resources assigned to a particular activity
or capability regardless of Service. Through this system, Congress can control funding to
individual MFPs, allowing prioritization and preservation of joint capability and capacity
during periods of budget scarcity.

The DoD should seek to optimize resourcing of cyberspace operations, versus the
current CIO-driven model where each Service and agency resources and manages cyber
capabilities independently. This current model results in a ‘cottage industry’ of cyberspace
capabilities not only hindered by redundant efforts but also results in unaddressed capa-
bility gaps. The responsibilities given to DoD CIO to budget cybersecurity do not provide
the controls or necessary authority to manage cyber resources. This responsibility results
in DoD CIO attempting to report on what they believe the Services and agencies are spend-
ing on cybersecurity based upon loose reporting guidance and layers of independent
organizational staff providing budget justifications.

The Office of the Under Secretary of Defense Comptroller (OUSD(C)) and the Office of
the Secretary of Defense Cost Assessment and Program Evaluation (CAPE) are the two

18 | THE CYBER DEFENSE REVIEW
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primary offices at the OSD level for providing oversight of the DoD budget and the Pro-
gram Objective Memorandum (POM). The OUSD(C) provides support to the DoD CIO
through the Office of Investment Programs Directorate. This directorate oversees billion-
dollar programs, but cyberspace requires funding for million-dollar programs, an order
of magnitude less, making oversight of these programs a lower priority for the Investment
Programs Directorate and OUSD(C). The CAPE has limited personnel dedicated to a cyber-
space program across the five-year Fiscal Year Defense Program (FYDP). A dedicated office
with a focus on relatively small appropriations may provide greater efficiencies. A more
robust effort would assist DoD in long-range planning and programming of cyber require-
ments. In conjunction with the Principal Cyber Advisor (PCA), OSD Policy, CAPE could
better align cyber functions, increase transparency, and synchronize efforts amongst
the Services and optimize acquisition processes. This effort will create efficiencies and
improve mission effectiveness.

This article offers the following recommendations towards improving cyberspace opera-
tions budgetary processes and management.

¢ Creation of a cyberspace MFP to ensure required resourcing is available to execute
critical domain-specific missions, similar to the recognition of special operations. An
MFP allows proper pairing of resources to requirements, facilitating a rapid pace of
capability development required within cyberspace. An MFP provides the necessary
transparency in cyberspace investments to Congress. Furthermore, an MFP protects
resources intended for critical cyberspace capability and capacity during periods of
budget scarcity, rather than risk diversion of those resources towards priorities inter-
nal to Services and agencies.

¢ Elevate the PCA to a comparable position to the Assistant Secretary of Defense in line
with the roles and authorities for the ASD(SOLIC). The PCA should develop the annual
and long-range strategic plan for cyberspace development. This also facilitates proper
implementation and oversight of a cyber MFP, consolidated within an office armed
with proper resource management and acquisition expertise. An elevated PCA also
enables DoD CIO to focus exclusively on DoD’s information enterprise and business IT
solutions versus cyberspace operational capability, as was the original intent behind
current policies.

¢ Cyberspace operations require a dedicated Joint Staff element to ensure the personnel
readiness, policy, planning, and training of the Cyber Mission Force. This Joint Staff
element would also act in a military advisory capacity for the PCA. Placing this
capability within the Joint Staff facilitates coordination across all combatant com-
mands, and allow better integration of cyberspace forces in support of Chairman of
the Joint Chiefs of Staff priorities.

SUMMER 2018 | 19
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Under the current model, the DoD does not have the resolution to provide, with a high
level of confidence, how money is being executed in support of cyberspace operations. We
recommend creating a budgetary oversight process outside of CIO to improve clarity and
control. If implemented, the recommendations in this paper would produce a budgetary
structure that could best serve the unique requirements demanded in cyberspace. Doing
so would acknowledge the cyberspace domain as a separate environment that is integrated
across all Services. The ability to focus resources on the most critical cyber threats and
provide the optimum solutions across all Services is necessary to derail future hazards. ®

20 | THE CYBER DEFENSE REVIEW
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Toward Automated Information
Sharing California -

Cybersecurity Integration Center's approach to improve
on the traditional information sharing models

Keith Tresh
Maxim Kovalsky

INTRODUCTION

n August 31, 2015, California Governor Jerry Brown signed Executive Order
B-34-15, directing the establishment of the California Cybersecurity Inte-
gration Center (Cal-CSIC). The new center operates under the auspices of
the Office of Emergency Services (OES), with the California Department of
Technology, California National Guard, and the California Highway Patrol acting as the
key partners in the coordination of cybersecurity related activities within the State.

In his Executive Order, Governor Brown tasks the Cal-CSIC with two primary
missions: facilitate information sharing across the state and coordinate statewide
responses to cyber incidents. Given the increasing threat from cyberattacks to the
State government and all California governments, businesses, and citizens, the Cal-
CSIC’s mandate is immediate action to mitigate those risks. It takes significant plann-
ing and time to coordinate an incident response capability for statewide deployment,
therefore, the immediate focus is to create and implement a statewide information
sharing program.

The team faced a critical decision: Should the Cal-CSIC adopt a unidirectional infor-
mation sharing model whereby the primary product is human-readable and addresses
common threats and vulnerabilities, or take advantage of the mandate and experi-
ment with a unique approach? The authors of this paper argue that for cyber threat
information sharing to be effective it must be crowd-sourced, where partners agree
to share technical details about suspected intrusions with all other participants and
done at machine speed. They also reflect on the lessons learned from their experience
implementing such a program.

© 2018 Keith Tresh, Maxim Kovalsky
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Keith Tresh was appointed as the commander of
the California Cybersecurity Integration Center
(Cal-CSIC) by Governor Jerry Brown on October
6, 2016. His office is part of the Governor’s Office
of Emergency Services.

A retired Army colonel, Mr. Tresh is also a vet-
eran C-level IT management professional and an
educator with a passion for information assur-
ance and awareness. He served in the Army for
more than 33 years, including a combat tour in
Iraq from 2005-2006. Among his many assign-
ments, he was the J6 for the California National
Guard from November 2006 to June 2011.

Keith holds a Master of Science degree in Com-
puter Information Systems from the University
of Phoenix and a Master of Science in Strategic
Studies from the Army War College. Mr. Tresh
lives and works in Sacramento with his wife Coco
and his children - Justine, 30, Austin, 24, Hunter,
22, and Kristina 18.
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Given the decentralized nature of California
state government networks, where each agency
and department is responsible for managing—and
securing—its infrastructure, historically, information
about cyberattacks on one entity was not readily
shared with other organizations. Before the estab-
lishment of the Cal-CSIC, there was not an organi-
zation positioned to share security information and
expertise with all California governments, whether
state, local, or municipal, higher education, utilities,
and the private sector.

Cal-CSIC’s unique value

The Cal-CSIC builds and expands upon the ex-
isting partnerships of the California State Threat
Assessment Center (STAC) which is collocated with
the Cal-CSIC." In collaboration with federal agen-
cies, fusion centers, local and municipal govern-
ments, and other information sharing organizations,
the Cal-CSIC gains access to and disseminates infor-
mation about existing and emerging cyber threats.
While processing, analyzing, and disseminating
information on opportunistic cyber threats to Cali-
fornia entities was an important start, the Cal-CSIC
acknowledged early on that it needed to produce
actionable data and products.

Information that brings the most value to Cal-
CSIC’s partners reflects the threat’s current posture,
profile, and intent. This information is a “live broad-
cast” about cyber incidents that are unfolding across
California. Given the Cal-CSIC’s position at the in-
tersection of federal and state government entities,
it has the right resources to accomplish this ambi-
tious goal. This “broadcast” enables the Cal-CSIC
to develop an early warning system, where the col-
lective can prevent attacks through the use of the
data it gains from the first victim of the attack.
Finally, to keep pace with the speed at which at-
tackers change their infrastructure and techniques,
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the Cal-CSIC has to process, correlate, and share
information as close to machine speed as possible.

The added strategic benefit of an efficient sharing
of tactical information requires the development of
a holistic picture that describes the threat landscape
facing a broad set of California entities. Understand-
ing the threat holistically, as well as the trends in
cyberattacks can allow state leaders and business
owners to formulate a rational model for resource
allocation.

Challenges with traditional information sharing
models

At the beginning of the Cal-CSIC’s development,
a critical decision faced the team. Should the Cal-
CSIC adopt a commonly implemented information
sharing model where most of the burden to produce
threat and vulnerability notifications rests with the
center? To determine an answer to this question
required an understanding of the challenges inher-
ent in the traditional model and a new vision for how
to improve. The following challenges were identified
in the very early stages of planning and design of
the Cal-CSIC’s future state.

Alerts Take too Long to Produce. Given the speed
at which attackers change tactics and infrastructure,
production and dissemination of human-readable re-
ports frequently result in the information recipient
getting data that is no longer relevant or actionable.
There is a benefit in detecting a previously unno-
ticed intrusion based on that information, but it has
little preventative value.

Free Rider Problem. In addition to delays associ-
ated with manually sharing cyber threat data from
an incident, the model is plagued by the free rider
problem. ! Stemming from economic theory, the
free rider problem occurs when absent a precise
definition or enforcement of rules, members of a
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community use a public good or service without contribution. The problem is exacerbated
when members decrease their contributions because they believe that others are riding
free, which leads to the eventual depletion of that good. Voluntary and manual contribu-
tions in the context of information sharing suffer from a similar problem, wherein partners
may be reluctant to share information due to resource constraints, or fear of appearing
vulnerable.

Operationalization Challenges. Consumers of shared information frequently struggle
to understand how it is relevant to their operating environment. The recipient grows weary
after parsing so many notifications that do not apply to their agency. Unparsed cyber threat
products often end up in email folders that are rarely checked. In addition to email fatigue,
there are challenges associated with operationalizing information for those events that
are deemed relevant. If the message contains an attachment with a list of threat indicators,
for example, someone on the receiving end must be tasked with parsing out that data;
someone else has to enter that data into reference lists for alerting or blocking within
security technologies. Given the acute cybersecurity talent shortages within the public
sector, the few resources capable of accomplishing those tasks are likely stretched too
thin to take on additional responsibilities.

Lack of Trust. Participation in information sharing organizations is often hampered by
the lack of trust of members in the conduit of shared information. Partnership candidates
fear that the information shared by them will expose their organizational deficiencies or
question their capabilities to defend against cyber threats with ramifications to influence
over critical decisions, careers, budgets, and the projected image of the entity.

The envisioned solution

Solving for the four mentioned deficiencies above with traditional information sharing
models requires the reduction of human involvement in the sharing, receipt, and actions
taken on threat information. In other words, sharing information—both from center to the
hubs, and from the hubs to the center—has to be as close to machine speed as possible. At
its core, the model has to be supported by a technology that allows the Cal-CSIC to receive
attack telemetry from partners, aggregate the relevant data, and disseminate it to threat
detection and mitigation tools for automated ingest and action.

The envisioned solution architecture, depicted in Figure 1 below, started out with deploy-
ing a threat list integration server within the partners’ network technology environment.
This virtual machine pulls new threat indicators from the Cal-CSIC’s threat intelligence
cloud at periodic intervals and organizes the data by indicator type. The Security Event
Information Management (SEIM) system is configured to ingest this data and alert security
analysists of any positive correlations. In step 2 of this layer, potentially malicious events
that meet Cal-CSIC’s criteria are minimized to ensure that no attributable or personally
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identifiable information leaves the agency, and are forwarded to a local security event
collection server, which in turn, submits these events to the Cal-CSIC’s security event re-
porting platform. Newly observed indicators are then shared with the rest of the partners
through the threat intelligence platform, as depicted in step 6 of the diagram.
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Figure 1. Solution Architecture

To alleviate the burdens associated with the initial integration, the Cal-CSIC provides
direct support to partners to configure their threat detection and mitigation tools to
leverage a common data model. This enables partners to alert on or block correlated
internal events that are generated by the Cal-CSIC-shared data without additional human
intervention.

Once the threat intelligence integration technology was implemented, the Cal-CSIC
established unidirectional automation to share attack data out to partners. This process
is depicted in step 1 of Figure 1. Unidirectional sharing dramatically enhances the speed
at which attack data is shared and implemented for preventative and detective purposes.
Automation also addresses the operationalization challenges because indicators are
ingested directly into the security devices, relieving a human operator from the task of
taking manual steps to act upon each portion of received data.
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However, unidirectional indicator sharing has its limitations. It does not address the
free rider problem nor the lack of trust. To overcome these challenges, the Cal-CSIC part-
ners have to agree to abide by a set of core requirements to receive the benefit of the
Cal-CSIC’s crowd-sourced threat intelligence. Participation is always voluntary which
strengthens the trust amongst participating members. Automation of the sharing process
serves as an enforcement mechanism while increasing the speed at which other partners
receive the valuable information.

The Cal-CSIC and its partners have a shared understanding of the model through
clearly defined parameters of information that is subject to sharing through a common
data model. Practically, this requires walking potential partners through the process and
then formalizing the relationship by a mutually signed Memorandum of Understanding
(MOU). To mitigate privacy concerns and protect civil liberties, the Cal-CSIC clearly
defines the data elements: information attributable to a specific organization or its users
is not shared with Cal-CSIC’s other partners.

To support the common data model, the Cal-CSIC has a defined matrix of threat detection
use cases and criticality ratings that contain information relevant to the Cal-CSIC partners.
Each of the use cases requires a level of visibility into the environment necessary to de-
tect the malicious activity in question. For example, to detect account sharing, which may
indicate a compromise of credentials, the use case requires the collection and processing of
Windows and Linux event logs. An example of this particular use case is shown in Figure 2
below. A roadmap for onboarding the necessary log sources is developed with each partner
early in the onboarding process, and progress throughout onboarding is monitored.

D USE CASE NAME | USE CASE DESCRIPTION | ANTICIPATED LOG SOURCES | EXTIOCTYPE | BASE QUERY

TA-010 | Potential account | Detect and alert on WIN Logs (login events etc.) | N/A: Allinternal | Sourcetype=
sharing detected | internal apps and Server (WINJUNIX) Asset | network events | <windows_logs> |
from distinct authentication to those | (Office Information etc.) eventstats count
source address | apps for the same user, (<src_ip>) as

from different sources TotalSource by

in X amount of time <UserlD> | where
TotalSource >
<threshold>

Figure 2. Account Sharing Use Case

Once the threat detection use cases are deployed, and an alert is generated that
meets the established criticality threshold of the relevant attack data and context, it is
automatically forwarded to the Cal-CSIC. The Cal-CSIC then analyzes and shares this
attack data back out to the partners which creates a multiplier effect where one partner’s

28 | THE CYBER DEFENSE REVIEW



KEITH TRESH : MAXIM KOVALSKY

successful detection of an attack can lead to prevention and detection across the other
partner entities.

Testing the solution during a pilot

The Cal-CSIC’s strategic goals are ambitious, and the Cal-CSIC understands that to
pioneer an advanced information sharing model requires hiring able staff, developing
the processes to onboard new partners, and deploying the information sharing technolo-
gies. The Cal-CSIC also appreciates that their operations cannot happen in a vacuum and
that the integration model needs to be tested by partners for viability. As a result, the
Cal-CSIC decided to develop its information sharing program through a pilot. Three part-
ners, the California Department of Corrections and Rehabilitation, the Governor’s Office
of Emergency Services, and the California Franchise Tax Board participated in the six-
month pilot and provided feedback throughout the process to enable the Cal-CSIC to get
the program up and running while simultaneously identifying enhancement areas to
facilitate future partner onboarding.

Several challenges were encountered early in the process. For information sharing to
have value, the partner receiving the attack data must have security tools that are config-
ured to accept and act upon the data. Once the Cal-CSIC began working directly with each
partner on the technology integrations, it became clear that the Cal-CSIC would need to
assist the partners to configure their existing threat detection technologies to both send
and receive the relevant alert data. The Cal-CSIC has overcome this challenge by assigning
a security engineer to work with each of the partners to implement new threat detection
use cases or to enhance existing logic.

Valuable lessons were also learned from the perspective of relationship management
and continual partner engagement. Initially, the Cal-CSIC sought an executive sponsor
within each partner entity to drive the Cal-CSIC integration within their organization.
However, throughout the pilot, the Cal-CSIC understood that the formal role of the leader
who facilitated the Cal-CSIC integration was not the determining factor in the success of
the integration. While it is important that the leader clearly communicates to the staff
the benefits to the organization, when it comes to resource allocation to accomplish the
required tasks, it is the involvement of middle management who champion the integra-
tion that assures the success of the partner onboarding. This is a valuable lesson learned
because it demonstrates that either an executive or a middle manager can champion the
Cal-CSIC integration. This enhances the scalability of the Cal-CSIC because middle manag-
ers are often closer to the resources and security tools than executives, and can personally
conduct or oversee the integration.

Opportunities for improvement

As the Cal-CSIC moved from planning, to pilot, to the operationalization of the program
it has identified several areas for improvement across the state’s security posture and
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within the Cal-CSIC. Through a series of conversations with potential partners, it became
clear that many state entities perceive emerging security technologies as the panacea to
cybersecurity risks. Advanced security tools, however, often provide little value when
deployed with default configurations. They require a team of professionals with security
engineering skills to continuously configure and customize these tools to both reflect
the reality of the local environment and the dynamics of the threat landscape.

The Cal-CSIC also observed that the model deployed during the pilot is useful for entities
with existing Information Technology and security programs, and ones that have visibility
into their respective environments. However, it would not be effective for an entity that
had little to no visibility or security infrastructure to consume the shared information.
For these entities, the Cal-CSIC recognizes that an alternative model is required. This ad-
ditional model entails the Cal-CSIC deploying and managing sensors at the partner entity.

Finally, as the Cal-CSIC scales to incorporate partners from across local and state
agencies, tribal governments, utilities and other service providers, academic institutions,
and non-governmental organizations it is clear that the volume of data that the Cal-CSIC
will ingest and share will require a big data processing platform. The scale of the Cal-
CSIC’s technology stack must match the scope of the Cal-CSIC’s mission. Additionally, the
Cal-CSIC must implement further automation and data analytics that will enable rapid
analysis of the received security data.

CONCLUSION

An information sharing model that is easy to implement is likely ineffective. Although
automatic bidirectional information sharing requires more time and expertise on the front-
end than in a traditional information sharing model, it creates sharing mechanisms that
are both more responsive to today’s threat landscape, and are more effective in prevent-
ing and detecting those threats. These benefits are multiplied by the speed at which this
information can now be shared, which imposes high costs on the attackers by rendering
the staging infrastructure useless in a brief period.

The authors of this paper do not argue that while the Cal-CSIC’s approach was unique in
the state government sector, it is not the only model to effectively counter emerging cyber
threats. Other states, for example, have moved down the path of consolidating networks
into an enterprise environment to gain direct visibility into malicious events at the asset
level, rendering technical information sharing superfluous.

For other state governments operating with a federated organizational structure similar
to California’s, the Cal-CSIC’s pilot demonstrates the feasibility of leveraging bidirectional
information sharing to increase the cybersecurity posture of the state as a whole. @

30 | THE CYBER DEFENSE REVIEW



KEITH TRESH : MAXIM KOVALSKY

NOTES

1. “State Threat Assessment Center,” Governor’s Office of Emergency Services, http://www.caloes.ca.gov/cal-oes-
divisions/state-threat-assessment-center, accessed on May 10, 2018.

2. Russell Hardin, "The Free Rider Problem" The Stanford Encyclopedia of Philosophy, May 21, 2003.
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The overarching aim of computer security is to reduce or eliminate risks to an
organization’s computer networks and cyber infrastructure. One increasingly com-
mon way cybersecurity professionals are defending their networks is through the
use of so-called “honeypots”. The term honeypot has come to mean a deception
technique to defend computer systems against malicious operations. Generally, it
is an information system resource whose value lies in its unauthorized or illicit
use by a hacker. In essence, it is a virtual sting operation. Honeypots can also
be weaponized. That is, a honeypot includes files that contain malware that, once
exfiltrated by intruders, will cause significant damage and disruption to the intrud-
ers’ computer networks. The legal issues associated with the use of weaponized
honeypots under international law are complex, multi-faceted, and unsettled. This
article investigates the legality of using weaponized honeypots under the interna-
tional law of State responsibility. More specifically, the precise issue addressed is
whether the use of weaponized honeypots is an internationally wrongful act under
the customary law of State responsibility? Ultimately, the answer to the question is
“it depends” on the facts and circumstances of a given situation. However, as the
analysis below shows, a State should proceed with caution before employing them.

[. INTRODUCTION

hen most people think of “honeypots,” they picture a plump Winnie-
the-Pooh adorably getting stuck while trying to get honey out of a jug—a
honeypot. In recent years, the term “honeypot” has migrated to the
lexicon of cyberspace and operations. In the rapidly evolving realities of

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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computer security, the term “honeypot” has come to mean:

[a] deception technique in which a person seeking to defend computer systems
against malicious cyber operations uses a physical or virtual environment designed
to lure the attention of intruders with the aim of: deceiving the intruders about the
nature of the environment, having the intruders waste resources on the decoy en-
vironment, gathering counter-intelligence about the intruders’ intent, identity, and
means and methods of cyber operations. Typically, the honeypot is co-resident with
the actual systems the intruder wishes to target.?

Honeypots can be multiple resources such as servers, laptops, web-facing applications
or other technological ploys established to monitor and record the actions of cyber in-
truders. B! Honeypots are deployed in various ways to make them attractive for hackers. In
some cases, they appear to be the “crown jewels” of an organization such as intellectual
property, operational plans or financial reports. Intuitively, to be effective, the honeypot
must appear realistic. If it looks or feels fake in any way, intruders’ suspicions will be
raised, and the honeypot will not be effective.™ In essence, it is a virtual sting operation.
Honeypots can also be weaponized. That is, a weaponized honeypot includes files that
contain malware that, once exfiltrated by intruders, will cause significant damage and
disruption to the intruders’ own computer networks. ! The following example illustrates
the use of honeypots to protect critical infrastructure.

Suppose multiple international computer intruders have increasingly attempted intru-
sions into the computer systems of a large urban water management utility in the United
States. The pernicious and persistent hackers have compromised the utility’s data histo-
rian that manages information from the supervisory control and data acquisition infra-
structure network. Such computer operations against the city’s water infrastructure
are more than just an inconvenience or distraction. More specifically, the intruders have
created a real and looming threat because they may be in a position, at some point soon, to
shut down water pumps, gates, and valves around the city allowing raw sewage to be dump-
ed into the local waterways as well as creating sewage back-ups around the city.”! Com-
puter security experts hired by the water utility decide to set a trap to catch the hackers
red-handed. They establish three different honeypots which are carefully designed so
the intruders will think that they have discovered a computer which controls the physical
settings on the water system. The honeypots have fake files, icons, and special security
monitoring beacons, making it possible to closely track and observe exactly what the hack-
ers are doing and attempting to do in the network systems.® Additionally, the honeypots
are weaponized. Destructive malware is incorporated into the honeypots and, upon activa-
tion, will cause significant damage to an intruder’s own cyber infrastructure.

The legal issues associated with the use of weaponized honeypots under international law
are complex, multi-faceted, and unsettled. For legal advisors, policymakers, and academ-
ics among others, an outstanding starting point for considering such an important legal
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topic as the use of honeypots under international
law has already been created, the 2017 Tallinn
Manual 2.0 on the International Law Applicable to
Cyber Operations. This work analyzes the question
of honeypots directly and indirectly as well as many
other important topics spanning public internation-
al law in its nearly 600 pages of highly informative
and influential text. The NATO Cooperative Cyber
Defence Centre of Excellence (CCDCOE) invited
an independent group of experts to produce the
manual.® It is important to note that experts were
limiting themselves to an objective restatement of
the lex lata or law as it exists. They scrupulously
avoided including statements reflecting the lex fer
enda or what the law should be. " This article inves-
tigates the legality of using weaponized honeypots
under the international law of State responsibility.
Looking at the use of weaponized honeypots under
domestic law or in the context of an armed conflict
under international humanitarian law is beyond
the scope of this article.

IT. WEAPONIZED HONEYPOTS: AN ANALYSIS
UNDER THE LAW OF STATE RESPONSIBILITY

The precise legal issue addressed in this section
is whether the use of weaponized honeypots is an
internationally wrongful act under the customary
law of State responsibility.!''! The law of State or
international responsibility, which undeniably ex-
tends to cyber activities, “plays a central role in
international law, functioning as a general law of
wrongs that governs when an international obliga-
tion is breached, the consequences that flow from a
breach, and who is able to invoke those consequences
(and how).” "2l As a threshold matter, under the law
of State responsibility, every internationally wrong-
ful act of a State (usually acting through agents of
the State) entails the international responsibility of
that State.! An internationally wrongful act by
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a State occurs when (1) conduct consisting of an
action or omission is attributable to the State under
international law; and which (2) constitutes a breach
of an international obligation of the State.!'Y An
internationally wrongful act may be a violation of a
State’s treaty obligations, customary international
law, or a general principle of law. " Before proceed-
ing with a substantive legal analysis, it is import-
ant to note that these rules may seem archaic and
ill-suited to the world of cyber-operations. However,
customary international law is dependent on State
practice. As state practice evolves, a different legal
framework for cyber operations may emerge. For
now, this analysis reflects the current customary
law.

To begin the analysis, one must assess whether
the delivery of malware via a honeypot to an attack-
ing State would constitute a breach of an interna-
tional obligation of the defending State. This analy-
sis would depend upon the effects that the malware
creates. If the effects are significant enough, they
might be considered a violation of sovereignty, a
violation of the rule against non-intervention, or
possibly a use of force in violation of the UN Charter.
For example, suppose the destructive malware con-
tained in the weaponized honeypot spreads uncon-
trollably, infecting innocent third parties. If it was
reasonably foreseeable that the destructive malware
in the weaponized honeypot could and would spread
to unintended targets, then the defending State that
created and used it bears the responsibility for its
internationally wrongful acts. On the other hand,
malware that merely identified parties responsible
for accessing the honeypot or tracks their activities
may not violate international law.

The most likely scenario in the case of malware
delivered via a weaponized honey pot would be
that the delivery of such malware would violate the
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sovereignty of another State, which is considered an internationally wrongful act.!'s! The
term or concept of sovereignty may be used as a synonym for independence, which is an
essential element in being a State.!" In the often-cited Island of Palmas arbitral award
decision, the court defined sovereignty as “[i]ndependence in regard to a portion of the
globe is the right to exercise therein, to the exclusion of any other State, the functions of
a State.”!" The principle of sovereignty is widely considered to be a primary rule of
customary international law, which imposes an obligation on States to respect the invio-
lability of other States territories. ™ Most assuredly, the principle of sovereignty would
encompass cyber infrastructure located in a State’s territory.?® The exact legal character
of remote cyber operations by one State on another State’s territory is unsettled in interna-
tional law. However, if physical damage or loss of functionality results from such a remote
cyber operation, it would be likely be considered a breach of sovereignty and thus an
internationally wrongful act. 12!

If the delivery of the malware through a honeypot constitutes an internationally wrong-
ful act, the responsible State must either provide a legal justification for its acts or it will
be responsible under the rules for State responsibility. ! If there is no legal justification,
the State responsible for the internationally wrongful act is under an obligation to cease
that act and offer appropriate assurance and guarantees of non-repetition.**! Additionally,
the State responsible for the internationally wrongful act must make full reparations to
the injured State.

Possible Legal Defences for Perpetrators of Weaponized Honeypot.

Assuming the malware was significant enough to constitute an internationally wrongful
act, the State utilizing a weaponized honeypot may be able to defend the legality of its
actions on several grounds. This article will examine each ground in descending order of
plausibility.

1. The first possibility is that the defending State did not commit an affirmative act at
all, the delivery of the malware was accomplished by the intruding State accessing the
honeypot and downloading the infected files. This possibility is addressed by Tallinn 2.0,
and a majority of the experts concurred with this approach.?® They contended that the
State that accessed the honeypot and then exfiltrated the destructive malware contained
within the stolen files is responsible for the damage it brought on itself. More specifi-
cally, the defending State that laid the trap did not conduct the actual activity causing
the harm. % This view does not necessarily lead to the commission of an internationally
wrongful act by anyone. The minority, on the other hand, believed that the defending State
that placed the destructive malware files in honeypots set everything in motion which
culminated, as anticipated, in the damage to the other State’s computer system(s) ?’! These
experts opined that such an operation, at a minimum, violates the sovereignty of the tar-
geted State thus committing an internationally wrongful act, assuming a severe-enough
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effect from the malware. Note that this logic would not apply to a situation where malware
is transmitted automatically upon access to the honeypot site and which did not require
the affirmative step of transmitting purloined files.

The fact that the experts are divided in their analysis highlights the complexities of this
issue and the complexities of applying extant international law to this subject. Viscerally,
the majority’s position rings true and is quite appealing. Namely, it is the intruding State
that engaged in a remote cyber operation into the computer networks of the defending
State. Moreover, is it not reasonable for a State defending its cyber infrastructure to take
measures, like using honeypots, to protect itself against such intrusions and, quite frankly,
deter others? Is it wrong for a State to use a dynamic, penalty-based form of deterrence?
The law, as it is currently structured, does not address these questions.

2. The next possible justification would be that malware delivered via a honeypot would
constitute a valid countermeasure. Countermeasures involve acts that would otherwise be
unlawful but are executed as a self-help remedy intended to respond to an unlawful
act.” The purpose of countermeasures under the law of State responsibility is to cause
the breaching State to cease its unlawful actions or omissions, not to retaliate for the previ-
ous violation.™™! This is, quite literally, a situation where two wrongs are intended to make
a right. Not surprisingly, there are limitations on the use of countermeasures, and a State
seeking to use this legal doctrine must craft its weaponized honeypot accordingly.

Before the State operating the weaponized honeypot can claim that their actions are
justified countermeasures, it is necessary to consider whether an intruding State commit-
ted an internationally wrongful act by engaging in a remote cyber operation in the first
place. The answer is, not necessarily. For example, suppose an intruding State is engag-
ing in cyber espionage. Cyber espionage refers to acts undertaken clandestinely or under
false pretences that use cyber capabilities to gather or attempt to gather information. %
Cyber espionage by States does not per se violate customary international law. ®!) However,
the method by which it is carried out may constitute a violation of international law such
as a violation of the principles of sovereignty or non-intervention. ®? Under this scenario,
the method used by the intruding State to engage in mere cyber espionage very well might
not violate international law, and thus countermeasures would not be justified.

Another significant limitation to utilizing countermeasures is that they can only be
used in response to State-sponsored cyber operations that are attributable to a State under
the rules of State responsibility. As a result, a private individual or hacktivist group, op-
erating independent of a State, cannot be subject to countermeasures.! The purpose
of international law is to govern State-to-State interactions, and the international law
doctrine of countermeasures would not apply to non-state actors. This doctrine has one
small exception, as States are under a duty of due diligence to prevent cyber-infrastruc-
ture within their sovereign control from being used to violate the sovereignty of another
state.®¥ If the State from which the attack is emanating fails to exercise due diligence,
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then the State utilizing a weaponized honeypot might be able to argue that countermea-
sures against the individuals responsible for the attack are justified.

Assuming that one can establish that the intruding State violated international law
during its cyber intrusion, a weaponized countermeasure might be valid, although there
are additional requirements to consider. In such a situation, it would be necessary to delve
further into the legal requirements of countermeasures to assess whether a weaponized
honeypot could be justified as a countermeasure. A State utilizing a weaponized honeypot
would have to show that: (1) the damage or destruction caused by the weaponized files is
commensurate with the initial internationally wrongful act; (2) that the purpose of the
countermeasures is to induce the intruding State to comply with its obligations; (3) that
the countermeasures do not affect other obligations such as the protection of fundamental
human rights and universal norms; and (4) the State engaging in countermeasures must
place the offending State on notice that it is doing so and offer to negotiate. ** It would
likely be challenging to comply with this last procedural condition of notice and an
opportunity to negotiate. Suppose the defending State posted an information banner for
its networks warning any users or intruders of the possible use of weaponized honey-
pots. Would that meet the notice requirement? In sum, subject to the comments above,
the use of weaponized honeypots as a potential countermeasure cannot be rejected out of
hand, although there are significant hurdles to be crossed before a State could legitimately
claim that a weaponized honeypot was a legitimate countermeasure.

This review of the doctrine of countermeasures shows that use of this doctrine is difficult
in a situation involving highly automated processes, which would likely be the case. The
doctrine requires case-by-case legal analysis and is not conducive to an automatic process
that delivers malware when triggered in a honeypot. The best possibility to ensure compli-
ance would be to include the malware within files that are designed to be exfiltrated, and
then rely on the argument that the attacking State (or private individual) was responsible
for downloading the malware (although utilizing automatic delivery of the malware upon
accessing the honeypot would likely be much more effective from the defending State’s
perspective). Regardless, justifying what would otherwise be an internationally-wrongful
act under this legal theory contains many pitfalls and would need to be closely monitored.

3. While the doctrine of countermeasures has substantial legal requirements in exe-
cution, the doctrine of necessity is much more flexible but has a much higher threshold
before it may be utilized. Tallinn 2.0 succinctly defines the doctrine as: “A State may act
pursuant to the plea of necessity in response to acts that present a grave and imminent
peril, whether cyber in nature or not, to an essential interest when doing so is the sole
means of safeguarding it.”*®! By its terms, a State claiming necessity must demonstrate:
(1) a grave peril; (2) an imminent peril; (3) to an essential interest; and (4) the action taken
is the sole means of safeguarding that vital interest from the grave and imminent peril.
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While this threshold might be high, the State acting under a legal basis of necessity faces
significantly less procedural obstacles due to the nature of the threat. First, the trigger-
ing act does not necessarily have to be an internationally wrongful act.®”! Similarly, third
parties and non-state actors may be adversely affected by the action under a necessity
justification without consequence. ¥ Similarly, attributing the intrusion is not required,
all that is required is a showing that the intrusion posed a grave and imminent peril to
a vital interest and that the action taken was the sole means of safeguarding that inter-
est. 3% This necessity framework may very well be a State’s best legal justification for a
weaponized honeypot, assuming the requisite threat has been established.

4. The final possibility for justification for a weaponized honeypot that otherwise violates
international law is the State’s inherent right to self-defence. Codified in Article 51 of the
UN Charter, this provision recognizes that a State has “the inherent right of individual
or collective self-defence if an armed attack occurs.”*” Tallinn 2.0 recognizes that cyber
operations might rise to the level of an armed attack.™ Cyber operations could qualify as
an armed attack if its “scale and effects” are comparable to that of an armed attack, Tallinn
2.0 provides a helpful framework to analyze whether such a cyber operation constitutes
an armed attack.“? The right to self-defence would justify weaponized honeypots that
might otherwise be themselves considered a use of force in violation of the UN Charter.
However, actions taken in self-defence must be limited to those necessary to repel the
attack and proportionate to the attack and must cease when the attack is complete. *3 This
justification would only apply in extreme situations, and likely not applicable to the typ-
ical weaponized honeypot.

ITI. CONCLUSION

As the analysis above demonstrates, the use of weaponized honeypots raises many
challenging and complex legal issues under the law of State responsibility. This was also
evident in the fact that the experts who wrote Tallinn Manual 2.0 were split in their anal-
ysis. Ultimately, the answer to the question of whether the use of weaponized honeypots
is an internationally wrongful act under the customary law of State responsibility is “it
depends” on the facts and circumstances of a given situation. However, as the analysis
above shows, a State should proceed with caution before employing them.®
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Effective Cyber Leadership: Avoiding
The Tuna Fish Effect and Other
Dangerous Assumptions

Andy Cohen

There is a joke in Hollywood that goes something like this:

God informed Mother Teresa that he would like to grant her anything
she wished for all the wonderful work she had done.

“Would you like your own house?” he asked.

“I have lived my whole life without one. Got along fine. No thanks,” she responded.
“How about money?” God offered.

“Never needed money,” she answered.

“Isn’t there anything you’d like that I can give you?” he asked in frustration.

“Well, there is one thing,” replied Mother Teresa.

“Name it,” God said excitedly.

Shyly, she responded, “I'd like to direct.”

hen I owned my advertising agency, I too got the opportunity to pursue
a dream of directing. In this case, it was for an advertising commercial,
and it taught me a leadership lesson I will never forget.

We had been shooting for hours when my producer pulled me over and
said we needed to take a half-hour break. “The crew needs it, and it’s Union rules,”
he informed me. My assumption was that a break wasn’t necessary and that with
the right inspiration, the crew could finish up shortly, saving us money. So, ignoring
the advice of the producer, I pulled the entire crew together and gave them what I
felt was a highly motivational speech about how great they were doing, how I
believed they were up for the challenge, and how if we pulled our energies together,
we could finish up shortly.

© 2018 Andy Cohen
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Four hours later, we were still shooting. It was a
disaster. By ignoring my producer’s advice, I ended
up with an angry and tired crew whom I paid time
and a half, eating thousands of extra dollars out of
our budget.

Leadership Is About Directing People

Leadership is all about motivating people to march
in particular ways that achieve desired results. To
do so effectively, however, we must admit that some-
times we assume the world thinks just like ourselves
and shares the same motivations. As a result, we
can lack the patience, empathy, and/or sensitivity to
listen to what others who are closer to the problem
have to say. Our assumptions driving “a win” often
move us further from the solution instead of bring-
ing us closer to the answers we seek.

The following cyber case illustrates this point. Due
to the sensitive nature of this story, it will be told in
general terms to protect those involved. Essentially,
about thirty FBI and U.S. Postal Inspection Service
(USPIS) agents were assigned to investigate the
2001 anthrax attacks: code name “Amerithrax.”

The investigators included a team of FBI agents
and analysts tasked with the job of reviewing
info bytes in the billions. For example, the bureau
executed multiple search warrants and seized sev-
eral computers and storage devices. A copy of the
hard drives and storage devices was placed onto
2-3 stand-alone computers at the Washington Field
Office (WFO). If you sat at one of the computers, you
could browse a set of folders named something like
the following:

< John Doe’s desktop

< John Doe’s laptop

¢ Laptop from John Doe’s closet
© Girlfriend’s laptop
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If you opened one of those folders, you would see a folder labeled “C,” and then if you
opened the “C” folder, you would see a logical, recursive copy of the actual folders and files
from the C: drive of the corresponding computer. This process was time-consuming and
proved redundant in tracking info.

Therefore, a program called “Quincy” was employed to decode hundreds of file formats
and visually (or audibly) present the data to an analyst. What is important to note is that
the analyst needed only to look at the pages for each file and press one key per page: N for
not relevant, R for relevant, or the space bar for undecided.

Still, as efficient as Quincy was, it would take the agents “hundreds of years” to manu-
ally review all the digital evidence. Therefore, it was proposed that certain “nonessential”
data be reviewed programmatically using specialized tools instead of manually by agents.
When this alternative was presented to the FBI Special Agent in Charge of this investiga-
tion, he responded that the director would not allow any “shortcuts” as this was the FBI’s
most important case.

It may have been that the FBI agent in charge did not communicate this challenge clearly
enough. Or perhaps the director didn’t ask for further clarification. Regardless of who was
responsible for communicating or understanding the information, this unrealistic demand
hindered motivation and generated the opposite of what it was meant to achieve.

Generating the “Tuna Fish Effect”
Here is what was described to me by one of the agents working on the case:

A short time later, after the director negated the programmatic approach, | observed
an agent sitting at the Quincy machines. He had stepped up the pace at which he
was reviewing the data by pressing the N key every 1-2 seconds. This pushed the
upper limits of the speed at which he could review the data accurately. A short time
later, the same agent was pressing the N key about four times per second. That is,
he was no longer reviewing the data—he was marking the data not relevant as quickly
as he could.

Later | returned and found the agent was no longer sitting in front of the computer.
He had left, but he had placed a tuna can on top of the N key, which was marking
countless pages of data not relevant.

For this article, we will refer to this behavior as the “Tuna Fish Effect”: a negative orga-
nizational behavior resulting from a leadership direction based on an unrealistic demand,
especially when it lacks clarification.

In essence, when leaders look for data that supports their assumptions versus acknowl-
edging data that may contradict their assumptions, ineffective behavior follows. The leader
runs the risk of misreading the situation, which directs energy away from solving the
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problem and instead encourages unproductive behavior that’s generated by an unrealistic
demand. In your mind, you are absolutely making the right decision (but at the expense
of generating the wrong results).

Cybersecurity Is Complex, Layered, and Confusing to Everyone

Cybersecurity represents an idea that is so complex and layered that as author Alexan-
der Klimburg observed in The Darkening Web: The War for Cyberspace, we can’t even agree
if the term is one word or two. As leaders, we assume that admitting there are many cyber
issues we do not know or understand is a bad thing, as it weakens our position. Instead,
if we reject that assumption, we expand our decision-making capabilities to better manage
this complex beast.

Raising our radars to identify and manage our assumptions does not ensure we will
always make the right decisions, but it does decrease the odds of our making the wrong
ones. When an FBI director inferred that “no stone be unturned,” he might have been
saying that, “I am the boss, and nothing will get overlooked on my watch” or, perhaps,
“This is pretty complex stuff, so we better cover everything since I am not sure what we
should cover.” These desired outcomes are understandable but assume that a.) you alone
as the leader make the difference, b.) no one knows better than you do how to solve the
problem, and c.) I may not be an expert in this, but [ am an expert at generating results.

We have all made these assumptions as leaders and upon reflection can probably identify
how they created the Tuna Fish Effect.

The purpose of this article isn’t to diminish your leadership skills but rather to propose a
way to strengthen them. In a world of cyber complexity, it pays to encourage both yourself
and your teams to identify those beliefs on all levels, from coding to budgeting. When these
beliefs are taken at face value, such as “algorithms don’t make assumptions,” they have
the potential to thwart your best intentions by directing energies in the opposite direction
than was intended.

Since most assumptions are made subconsciously, I have included a few of the key ones
that might be worth reviewing and discussing with your teams.
What Is Said = What Is Being Assumed: A List Of AI And Cyber Assumptions

<& | put my best people on the job = A skilled Army captain can investigate computer
crimes without any computer experience

¢ We are keeping the enemy out = Malicious attacks come from outside the organization
¢ This is good code =1 don’t have the time to double-check its accuracy
© We have the superior technology = No one can do what we can do

¢ Follow the algorithm = Algorithms don’t make assumptions
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© Biometrics are better than passwords = Fingerprints can’t be lifted easily
© We are not a target = We are too small for anyone to care about and hack
& Cybersecurity is too complicated to understand = I'll leave it to others to figure out
¢ The government will protect us = The government is technologically superior
¢ My ISP protects my organization = Those in charge know what they are doing
The goal of discussing these assumptions is to direct your organization to think differ-
ently while minimizing the constrained thinking that leads to nonproductive behaviors.

Perhaps a good time to do this is over lunch, but maybe you want to leave out the tuna
fish.®
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Cybersecurity for the Nation:
Workforce Development

Lieutenant Colonel Karen J. Dill

ABSTRACT

yberspace “is a domain characterized by the use of electronics and the electro-

magnetic spectrum to store, modify, and exchange data via networked systems

and associated physical infrastructures.” "' It is the newest military domain

affecting the Operating Environment (OE) and the focus of concern by the
President of the United States. In the Presidential Executive Order on Strengthening
the Cybersecurity of Federal Networks and Critical Infrastructure, President Trump
directed the Department of Defense and other agencies across the whole of government
to identify a long-term way ahead to address education and retention of cybersecurity
professionals.? There are two potential programs Chemical, Biological, Radiological,
Nuclear (CBRN) Response Enterprise (CRE)" and the Civil Air Patrol (CAP), which
could provide a framework that supports long-term education and retention of the
US government cyber workforce.

The Problem: How to Develop a Cyber Workforce Talent Pool

The Longfellow poem of patriot Paul Revere’s ride which proclaimed “One, if by land,
and two, if by sea”™ is an early acknowledgment of a warfighting domain influenc-
ing the Operating Environment (OE) that commanders considered before employing
forces. The warfighting environments expanded asnew technologies provided means
to strike the adversary and further national strategic objectives. The Air domain joined
land and sea domains in World War I and II. Later, during the Cold War, American
strategists embraced Space as a warfighting domain. Military technologies including
satellite communications, electronic computers, and the Internet evolved rapidly over
time and were embraced, improved, and adapted by the civilian population for wide-
spread use to create, exchange, and store data. The civilian use of the named technologies
produced what is now collectively known as “Cyberspace”.

This is a work of the U.S. Government and is not subject to copyright protection in the United States. Foreign copyrights may apply.
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The term Cyberspace does not have a standard or
agreed upon definition. The Tech Terms Computer
Dictionary notes that the term “cyberspace” is a
popular and overused term describing the virtual
world of computers.® Various dictionaries call it
“the realm of electronic communication” ¥ or “the
online world of computer networks and the Inter-
net.” The Department of Defense (DoD) and De-
partment of Homeland Security (DHS) use a more
expanded cyberspace definition defining it as “A
global domain within the information environment
consisting of the interdependent network of infor-
mation technology (IT) infrastructures and resident
data, including the Internet, telecommunications
networks, computer systems, and embedded proces-
sors and controllers.””! For this article, cyberspace
refers to that definition. The Cyberspace domain is
the newest military OE, and a serious concern of the
President of the United States.

Nationally, the use of cyberspace catapulted
United States (US) growth in both government and
civilian sectors making that same cyberspace a tar-
get for exploitation. Cybersecurity is “the activity
or process, ability or capability, or state whereby
information and communications systems and the
information contained therein are protected from
and/or defended against damage, unauthorized use
or modification, or exploitation.”® The growth of
the cyber domain continued while laws and policies
to shape cybersecurity practice lagged due to a
lack of knowledge gap within either a centralized
government or private administration. This gap
increasingly opened doors for nefarious actors to
exploit vulnerabilities and resulted in multiple
points of hazard to national critical infrastructure
and defense systems. State, non-state, and criminal
actors are actively working to leverage their cyber-
space capabilities to counter US national objectives
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while the DoD is challenged to develop and retain an expert cyber workforce that includes
a critical cybersecurity talent pool. There are existing non-cyberspace related programs
from across the Armed Forces that provide frameworks for addressing the long-term
development of the US cybersecurity workforce.

The Chemical, Biological, Radiological, Nuclear (CBRN) Response Enterprise (CRE) ™ and
the Civil Air Patrol (CAP) are two established programs that align and professionally de-
velop their workforce to provide a nested and multi-component approach to event response
where specialized skills, knowledge, and abilities are required from private, state, and
federal responders. The CRE provides an excellent model to leverage active and reserve
component manpower to provide a scalable and trained response force to disasters and
catastrophic events. The CRE works by delivering specialized military teams supporting
a larger integrated response to a CBRN incident. The enterprise is an excellent model to
investigate because as a cybersecurity response force it would provide a specialized and
professional cybersecurity response at the point of need. If modeled on the CRE, a sim-
ilar cyber-focused program could potentially leverage existing federal and state funding
streams for training, manning, and equipping the expert teams. A lack of funding is not
the only shortfall associated with a robust cybersecurity response. A significant challenge
in cybersecurity is meeting continual workforce growth objectives. Apart from the CRE
model, the CAP program model is a viable solution to grow and retain the overall work-
force, specifically the cybersecurity workforce, which a primary concern at the highest
level of government.

The White House issued the Presidential Executive Order on Strengthening the Cyber-
security of Federal Networks and Critical Infrastructure on May 11th, 2017 directing
cybersecurity risk management of all federal networks and infrastructure across the whole
of government and to “build and maintain a modern, secure, and more resilient executive
branch [Internet Technology] architecture.”'” The President directed four areas to be
addressed for cybersecurity for the nation: Policy, Deterrence and Protection, International
Cooperation, and Workforce Development.

The Problem: How to Develop a Cyber Workforce Talent PoolThe Proposal: Develop the
Cybersecurity Workforce by Establishing a Civil Cyber Force Modeled After the Civil
Air Patrol

The top priority of the DoD cyber strategy is to develop a Cyber Mission Force and a
supporting cyber workforce through training, recruiting and retention, and private sector
support. 'l A long-term cyberspace advantage can only be established if the US develops
and retains a cybersecurity talent pool that is educated, dedicated, and integrated into
society to protect the national cyberspace domain. The CAP is an established program
that develops educated, dedicated, and integrated cadet and adult members. As a result of
their training program, the CAP personnel are prepared to respond as part of a nested and
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multi-component approach to emergency response when specialized skills, knowledge,
and abilities are required from civilians, state, and federal responders. A similar Civil
Cyber Force (CCF) program could leverage youth interest in the cyberspace domain, and
develop the 12 to 19-year old population of innovative, future cyber professionals as part
of a military or whole of nation response to a cyberspace related crisis.

The CAP, founded in 1941, is an Auxiliary of the U.S. Air Force and retains approximate-
ly 56,000 members nationwide. '?! Participants are volunteers and Total Force '*! partners
who devote their “time, energy and expertise toward the well-being of their communities.
The Cadet Program is developed around five program elements: Leadership, Character
Development, Aerospace Education, Physical Fitness, and Activities.” " As a result, cadets
completing the program often go into military and civilian jobs where they can make a
difference and excel. Similar benefits are seen in Junior Reserve Officer Training Corps
(JROTC) programs that use their “education in citizenship, leadership, social and commu-
nication skills, physical fitness and wellness, geography, and civics” to produce healthy
students who have integrity and personal accountability; are actively participating in the
community, society, and government; and value the role of the military and other ser-
vice organizations.” " Establishing a CCF with similar program foundational elements
will embed ideas including volunteerism, commitment, service, and loyalty in the future
workforce. A secondary effect of a CCF program would be a stabilized force with reduced
turnover of cybersecurity professionals from the workforce. This approach meets the DoD
strategic pillar to improve military and civilian recruitment and retention.

CAP program membership includes cadet youth at the program’s core and active adult
members who serve as mentors, trainers, and program advocates. Successful CCF recruit-
ment would mirror the CAP program with youth as the bulk of membership, supported
by active adult members. Second, CAP generates community support from other groups
including Friends of CAP who help fund the program, educators who support Science,
Technology, Engineering, and Math (STEM) goals of CAP, and parents who encourage their
cadet CAP members. CAP cadets interact with community and business leaders and have
the ability to influence community opinion and support at the grassroots level. DoD Cyber
Strategy notes that “Success requires close collaboration across DoD, between agencies of
the U.S. Government, with the private sector, and with US allies and partners.” ') A CCF
program that leverages youth, parents, educators, and community members for support,
training, mentorship, and interaction will cultivate the link to the private sector. As the
CCF matures and youth move on to defense, public, or private employment many will
maintain social networks established through the CCF participation and service. This will
achieve the second cyber strategy pillar of developing stronger private sector support.

Last, education and training is a critical requirement of the CAP for all members. Youth
attend year-round programs that test them with leadership, technology, and fitness chal-
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lenges. On average, cadets spend eight hours per month plus one Saturday per month
conducting CAP training, and they participate in military Service, Joint, Interagency,
Intergovernmental, and Multinational exercises.!"”? Adult members support the program
by providing mentorship and assist in promoting the cadet program. The organization
as a whole maintains a curriculum of engaging STEM topics and resources that leaders
and cadets use to grow their skills. CAP cadets get special tuition rates to American
Sentinel University for degrees furthering the CAP mission. There are other benefits such
as discounted IT products, magazines, and travel. This highlights the requirement for
education that is available to all cadets.

Education is perhaps the most challenging and critical element of establishing a CCF.
The National Security Agency (NSA) outreach to STEM programs employed throughout
the public school system ¥ and their National Centers of Academic Excellence in Cyber-
security "I serve as a foundation for curriculum development. Likewise, the DoD’s Cyber
Strategic Goal for building ready forces includes support for the National Initiative for
Cyberspace Education. This comprises working with interagency partners, educational
institutions, and state and private sector partners to support workforce development. % As
the CCF program matures and cyberspace capabilities change, the curriculum, goals,
nd core values can be adjusted to meet future workforce requirements.

While the NSA outreach program provides a starting point, there are multiple ongoing
private national cyber education initiatives built to encourage, test, and fund cyber defense
skills of elementary, high school, and college students. In fact, CAP squadrons and JROTC
cyber teams routinely leverage these programs and competitions as a focus for training.
CyberPatriot, Hak4Kidz, and CyberCorps®: Scholarship for Service (SFS) are some of
these programs.

The Air Force Association’s (AFA) CyberPatriot program which began in 2009 with a
national cybersecurity completion now seeks to “to inspire K-12 students toward careers
in cybersecurity or other STEM disciplines critical to our nation's future.?" Cyber-
Patriot links industry, government, and students in a cyber defense competition between
students who try to find vulnerabilities and harden the defense of a Windows system
and networks.? The program was well received by industry professionals and is now
sponsored by multiple corporations including Northrop Grumman Foundation, Cisco,
Symantec, and the University of Maryland University College. The corporate interest is
a proof of concept that the private sector is willing to invest in youth cyber education pro-
grams. The CyberPatriot program participation has continuously expanded and now includes
AFA Cyber camps and an Elementary School Cyber Education Initiative. Their elementary
cyber education initiative meets many of the requirements proposed within the CCF
including encouraging students to learn about cybersecurity careers, the importance of
cybersecurity, introduces cybersecurity principles, and helps students to better protect
themselves. 2
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The next generation of cybersecurity workforce and experts are today’s hackers.
Youth-oriented “white hat” hacking events such as the traveling Hak4Kids events or the
long-running Roots Asylum use hands-on workshops, games, and simulations to improve
technical and STEM skills, and enable elementary and high school students to discover
the joy of ethical hacking through.? Unlike the CyberPatriot program where teams
compete to harden a network, the Hak4Kids and Roots events use problems, puzzles, and
cognitive training games to exercise an individual’s STEM and logic skills to stop hackers
before damage is done.!* The Roots Asylum offers a “safe playground” for kids to explore
cybersecurity, cryptography, and hardware hacking.? These two programs grab youth
interest, hone their skills in relevant technology and software, and generate an under-
standing of the consequences associated with hacking. Hak4Kidz and Roots Asylum both
show the benefits of hands-on cyber playgrounds. CCF curriculum could include and
benefit from developing and leveraging portable cybersecurity labs and cybersecurity
ranges for novices to learn about old IT infrastructure which forms the national base infra-
structure, as well as experiment with new and emerging technology that will enable them
to defend future cyberspace more effectively and efficiently.

Last, the CyberCorps: SFS meets the financial needs of college-age students pursuing
cybersecurity and information assurance career fields. The program is a National Science
Foundation scholarship opportunity for students in cybersecurity-related degree programs
at nation-wide select two- and four-year colleges and universities.?”! The overarching
program goal is to increase and strengthen the cadre of federal information assurance
professionals protecting the government’s critical information infrastructure.?® SFS is
similar to the DoD’s Reserve Officer Training Corps (ROTC) 2-, 3-, and 4-year scholarship
program as a path to military service where cadets incur a military service obligation as
military officers, so too the SFS students fulfill a federal service obligation. The tenure is
based on the scholarship length. Military junior officers meet their professional obligation
by serving in Active Duty, Reserve Force, and National Guard units nationwide. In the
CyberCorps SES program, graduating students receive a merit-based scholarship, and
following graduation are obligated to complete a 10-week internship followed by employ-
ment in positions in federal, state, local, or tribal governments.?”! The key difference
between the SFS obligation and the ROTC obligation is that the SFS students must seek
their internship and post-graduation opportunities. The CCF as a hybrid organization
can take advantage of the CAP program youth-base and ROTC accessions structure to
produce the next generation of cybersecurity professionals. The CCF would encourage and
foster youth interest, loyalty, and education in a cyber curriculum like CAP; and like the
CyberCorps SFS, the CCF would funnel qualified students into senior-level scholarship
opportunities at approved, degree-producing, institutions with a follow-on civil or federal
service obligation.
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Recommendation and Conclusion

We live in a time of growing cyber threats to U.S. interests. State and non-state
actors threaten disruptive and destructive attacks against the United States and
conduct cyber-enabled theft of intellectual property to undercut the United States’
technological and military advantage. We are vulnerable in cyberspace, and the
scale of the cyber threat requires urgent action by leaders and organizations across
the government and the private sector. B!

The DoD is facing an enormous cyberspace challenge, and must cultivate a cybersecurity
workforce to address long-term cybersecurity requirements. There are multiple defense
activities that are tested and meet specialized workforce needs. They provide an adapt-
able framework that supports building and aligning cybersecurity professionals to protect
US cyberspace, retain the advantage, and respond to a crisis. Two essential programs,
CBRN Response Enterprise and CAP, demonstrate how youth and current professionals
can be leveraged to draw from involved youth to meet the workforce development and re-
tention challenges in a multi-layered environment. A variety of government and privately
sponsored educational programs and events provide a ground framework to provide state-
of-the-art training while laying the groundwork for the future workforce. Further research
opportunities on this topic include extensive reviewing other Armed Forces youth pro-
grams such as JROTC, U.S. Coast Guard youth programs, and scouting organizations. The
DoD should investigate establishing a CCF that is modeled after the CAP, and conduct pre-
liminary appraisals of youth cybersecurity education programs, and civil-military emer-
gency response enterprises and programs. This is an investment that America must make
to meet the threats of today and prepare for the dangers of tomorrow.®
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ABSTRACT

n recent history, America witnessed cyber breaches at Snapchat, where employees

had personal information stolen by way of a phishing scam; Premier Healthcare,

which saw unencrypted data pertaining to more than 200,000 users stolen from a

laptop; Verizon Enterprise Solutions, who had the information of 1.5 million cus-
tomers stolen by hackers; and LinkedIn, who saw a 2012 data breach “come back to
haunt them when 117 million e-mail and password combinations stolen by hackers
four years ago popped up online".” These are just some of the many breaches experi-
enced recently, which also included the hacking of a Presidential candidate by actors
of a foreign nation-state, potentially an act of cyber warfare.

Who is going to protect US citizens from these threats? In January 2017, CSO Online
reported that “A Forbes story in 2016 reported there would be 1 million cybersecurity
job openings in 2017. Some things are worth repeating. There were 1 million cyber-
security job openings in 2017, give or take. Not much has changed over the past year.
Can armies of interns close the cybersecurity skills gap asked a Fast Company story
in September of 20167 Not likely. In the US, and internationally, there’s not enough
cybersecurity grads — or computer science grads with cyber credits?.” This begs the
question, “what constitutes the best practices in a cybersecurity program that will
educate these future professionals?” What is the right balance between the breadth of
the curriculum in such a program and its depth? This paper will attempt to answer
those questions by describing how our university’s NSA accredited program was
created, the courses it contains, and the pedagogical methods it employs to educate
and prepare future cybersecurity professionals for the workplace.

© 2018 Prof. Frank Katz

SUMMER 2018 | 65



BREADTH VS. DEPTH: BEST PRACTICES TEACHING CYBERSECURITY

Frank Katz holds an M.S. in Management from
Georgia State University (1987), and a BA. in
Computer Science from the University of Florida
(1977). Upon graduating from Florida, he was
commissioned a 2LT in the US Army, serving
on active duty for four years, attaining the
rank of Captain.

He has over twenty-one years of industry ex-
perience in the IT field working for companies
as diverse as The Coca-Cola Company and Great
Dane Trailers, Inc.

He has been an Assistant Professor at Arm-
strong State University, now Georgia Southern
University, since 2002. While at Armstrong, he
was instrumental in creating the curriculum in
Cyber Security, which has been recognized as
an NSA-CAE/CDE.

He has been published numerous times in
Cyber Security, is an Editorial Board Member of
Kennesaw State University’s Journal of Cyber-
security Education, Research, and Practice, a
member of ACM, and a Life Member of the Military
Cyber Professionals Association.

66 | THE CYBER DEFENSE REVIEW

Keywords—cybersecurity; cybersecurity educa-
tion; pedagogy; curriculum; virtualization;
stackable curriculum

[. HISTORY OF THE PROGRAM

When the Information Technology (IT) major
was introduced at Armstrong State University
(Armstrong) in 2002, there was no requirement
that students take a course in either Computer or
Information Security. Both Computer Science (CS)
and IT students were required to take a course in
Ethical Considerations in Computer Science, which
has since been renamed as Introduction to Com-
puter Ethics and Cyber Security. At the time, how-
ever, there was no course that addressed the grow-
ing field of Information Security. In recognition of
this burgeoning field, in January 2006, Armstrong
offered its first course in Information Security,
approved as a permanent addition to Armstrong’s
IT curriculum. At the same time, Armstrong receiv-
ed funding for its Cyber Security Research Institute,
a non-academic unit closely related to and funded
by the U.S. Department of Homeland Security. The
establishment of this research institute led the ad-
ministration, the Department of Criminal Justice
in the College of Arts and Sciences, and the (then)
School of Computing to create an academic minor
in cybersecurity to be cross-listed between Criminal
Justice and Information Technology.

The curriculum would develop further, in October
2010, when the paper “Curriculum and Pedagog-
ical Effects of the Creation of a Minor in Cyber
Security” was presented at Kennesaw State Uni-
versity’s Information Security Curriculum Develop-
ment Conference (InfoSecCD), now named the Con-
ference on CYBERSECURITY EDUCATION, RE-
SEARCH & PRACTICEP!. It described the issues re-
lated to the creation of an interdisciplinary minor
in Cybersecurity at Armstrong, and its effect on
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the university’s IT major curriculum. At that time, we were not enrolling and graduating
students in the minor because even though the second course in the minor had been cre-
ated in the catalog, its curriculum had not been determined. Consequently, the conclusion
of that paper left the fate of the minor in doubt, stating that much curriculum committee
work needed to be done before the minor was either removed or properly and fully support-
ed Pl After attending the 2010 InfoSecCD, our department decided that the second course
in cybersecurity would cover Network Security. As enrollment in the minor grew, includ-
ing both IT and Criminal Justice students, we saw the need to expand our curriculum.
Consequently, in the Fall of 2015, we offered our third course in cybersecurity, Ethical
Hacking and Incident Response, making the minor even more robust.

II. STACKABLE CURRICULUM AS A MODEL FOR THE PROGRAM’S DEVELOPMENT
a. CACE and Potential Military Students

At this time, Armstrong created a Center for Applied Cyber Education (CACE). The Cen-
ter is headed by a staff person with a military background in cybersecurity, CACE has
several goals: (1) to coordinate engagement and cooperation in cybersecurity curricular
efforts, such as having cybersecurity students mitigate a simulated attack, and having
English/Journalism students report its findings in the student newspaper; (2) outreach to
the community, as evidenced by CACE’s running the Cyber Patriot program for local high
school students in the Summer of 2016, and again in 2017; (3) marketing the university’s
cyber programs to potential civilian and military students; and (4) to engage in cyber
workforce development.

Because Armstrong is located in Savannah, Georgia, near several major military installa-
tions, including the Army’s Fort Stewart (3rd Infantry Division) and Hunter Army Airfield,
enrolling military students was a priority. However, a challenge particular to that demo-
graphic was that military students might only be able to attend the university for just a
few years before transferring to another installation. Since a student must be enrolled in
a major degree program to earn a minor, this was seen as a major hurdle to overcome in
enrolling military students in what was then Armstrong’s sole cyber program, the minor
in cybersecurity.

b. Stackable Curriculum as a Remedy

The concept of a stackable curriculum was identified as a means of resolving this chal-
lenge. Stackable curriculum, as defined in Portable, Stackable Credentials™, allows stu-
dents to earn shorter-term credentials with clear labor market value and then build on
them to access more advanced jobs and higher wages. These stackable postsecondary
certificates and credentials would offer an accelerated entrance to the job market; this is
essential for students who need to work while in school and may not be able to wait four
to six years to finally earn a marketable credential. “The majority (51%) of post-secondary
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certificate programs take less than a year of instructional time to complete, while 41% take
between one and two years Stackable credentials also increase the persistence and motiva-
tion of the learner by offering smaller, yet recognized subgoals .”

This academic concept is not new, but it was brand-new to Armstrong’s Department of
Computer Science and Information Technology, in which most of the courses in the minor
were housed. To meet CACE’s workforce development goals, we created the Undergraduate
Certificate in Cyber Security, and an Associate of Science, Cyber Security Track for en-
rolled students not interested in earning a degree, and enrolled students majoring in vari-
ous unrelated fields. We also modified the Bachelor of Information Technology (BIT) degree
so to have a general IT Track and a Cyber Security Track. The premise in creating these
programs was that if a student matriculated in the Certificate program, and then wanted
to earn a degree, that student could earn the certificate, and then either earn the AS or
BIT with the Cyber Security Track. Considered the first cybersecurity program for student
enrollment, the certificate was created to only require six courses in IT and cybersecurity,
with only one prerequisite - college algebra.

In the Spring semester of 2015, Armstrong began its year-long attempt to earn the cov-
eted NSA-CAE in CDE designation. Armed with a curriculum that included four courses
solely dedicated to Cyber Security and the Interdisciplinary Minor in Cyber Security pro-
gram, this was a rigorous and time-consuming effort. Although the curriculum presented
to the NSA-CAE reviewers was the Minor program that included cybersecurity, Armstrong
included the nascent Undergraduate Certificate and AS in our application. Armstrong was
awarded its designation in December 2015 and presented with the designation certificate
at the National Cyber Summit in June 2016.

I1I. COURSES IN THE PROGRAM - BREADTH VS. DEPTH

In any educational setting, one of the great debates is whether a program of study pro-
vides both breadth and depth of knowledge in that curriculum. When teaching informa-
tion security, one way of defining breadth is “where we want to ensure that our students
understand fundamentals of the various components that are at play in information
security P.” This includes computing but also includes other disciplines, such as law,
psychology, ethics, and communication skills. “Depth in this area is where we sacrifice
some of that breadth for additional skills, training, and practice in some of the specific
tools, skills, and knowledge directly related to the practice of a particular area of informa-
tion security ©.”

a. Breadth of Education in Armstrong's Cybersecurity Programs

In “The Case for Depth in Cybersecurity Education”, the authors state that “all CAE/
IAE (Information Assurance Education, now CDE, or Cyber Defense Education) schools
must map their curriculum to government information assurance standards. While these
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standards provide a broad approach to teaching cybersecurity, employers increasingly
desire depth and breadth of knowledge!©.” This implies that the NSA-CAE program’s
standards do not promote depth of knowledge in cybersecurity. Having gone through
the process of becoming a CAE institution, this is not necessarily accurate. Armstrong’s
cybersecurity curriculum has breadth by taking a holistic approach in teaching cybersecu-
rity, holistic in that learning cybersecurity is not just learning technology. Our curriculum
integrates the “pillars of people, process, and technology ", as all three are crucial for
implementing cybersecurity solutions. We accomplish this in many of our IT and cyber-
security courses through not just labs, but case studies, exercises, and role-playing
scenarios involving non-technical aspects of the discipline. We teach various components
of cybersecurity starting with the fundamentals of Computer Science, touching on it in
courses on Operating Systems, Data Communications, Systems Analysis and Design, and
Network Design and Administration. There is hardly a course in our IT curriculum, exclu-
sive of our cybersecurity courses, which has not been mapped to the NSA-CAE Knowledge
Units (KUs).

b. Depth of Education in Armstrong's Cybersecurity Programs

The depth of instruction in the curriculum is just as important. The article describes
depth in cybersecurity education as starting in high school education, including competi-
tive initiatives such as the Cyber Patriot program. These College competitions also lead to
depth in education. However, depth can also be “supported and even inspired in a class-
room; however, students must take what they learn and apply it independently. Classroom
experiences that support depth must focus on the learner as opposed to the instructor;
they must offer continuous assessment with rapid feedback and the ability for the learner
to focus and direct their learning to meet current tasks!®.” Manson and Pike’s research
highlights “A 2009 Washington Post article covering the debate between depth vs. breadth
in science education defined depth as focusing on a few topics so students have time to
absorb and comprehend the subject vs. breadth as covering every topic so students can
get a sense of the whole and can later pursue those parts they find interesting(¢.”

Since the depth of cybersecurity education is so important, how do we support that prin-
ciple in our curriculum? We do this in two ways: (1) by our courses, and (2) by the meth-
ods used to teach the courses. Our students begin their study of cybersecurity through
two general courses: CSCI 2070, Introduction to Computer Ethics and Cyber Security, and
ITEC 3700, Cybersecurity I, Fundamentals of Information Systems Security. However, the
remaining courses in our curriculum support the principle of depth in education by focus-
ing on just three topics: network security, ethical hacking, and cyber forensics. ITEC 4200,
Network Security, focuses solely on endpoint security —the use of firewalls and VPNs
to secure a network. ITEC 4300, Ethical Hacking, emphasizes the ability of a student to
penetrate a network and conduct reconnaissance, hack it, and then learn how to defend
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such a network. CRJU 5003U, Cyber Forensics, is taught by the Criminal Justice depart-
ment. This course is part of our minor, and it emphasizes real-world labs which allow the
students to use various laboratory tools to examine digital media looking for potentially
incriminating evidence. In the Spring 2017 semester, we also introduced a special topics
course in Cyber Warfare, taught by the Director of CACE. This course was such a success
that it might be made a permanent course in our curriculum, although short of offering a
major in cybersecurity, degree requirements in the current BIT cybersecurity track may
force it to be offered in our undergraduate minor or certificate.

The second way we support the principle of depth is through our instructional meth-
ods. Benjamin Franklin said: “Tell me and I forget, teach me and I may remember, in-
volve me and I learn®.” In keeping with that principle, it is vitally important to include
hands-on laboratory work in a valid cybersecurity curriculum. “Instructors may want to
be imaginative and create their own case studies and laboratory exercises, but time, and
especially in the current era, financial constraints, affect all faculty members.” Rather
than build our own labs, we have chosen to use virtual online labs, originally provided by
the publisher of our textbooks, Jones and Bartlett Learning, and more recently, by InfoSec
Learning. Regardless of provider, the advantages of using virtual labs far outweigh the
time, cost, and physical plant required to create our own labs. In addition, virtual labs, run
in the cloud, enable our students to perform the labs and associated exercises from
anywhere, especially at home. However, the best way that these labs encourage learning
in depth is that they focus on the student rather than the professor. The student must
navigate a prescribed set of exercises, and will either receive positive or negative feed-
back from the labs based on their success in performing the exercises. Both providers
include lab quizzes and challenge exercises, which provide immediate feedback to the
students. Also, not only do many of the labs progressively build on material learned
from previous labs, but they are directly correlated, on a chapter by chapter basis, to the
material taught in the classroom and the textbook.

c. Depth of Education — Repetitive Skill Development

Repetitive skill development is an important way of measuring the depth of a curricu-
lum ). “In his book Outliers, Malcolm Gladwell describes the 10,000-Hour Rule as a key to
success in any field through practicing a specific task that can be accomplished with 20
hours a week for ten years. Ongoing changes in technology and national security needs
require aspiring excellent cybersecurity professionals to set a goal of 10,000 hours of
relevant, hands-on skill development®.” While it is not possible for our curriculum to
provide 10,000 hours of hands-on work in cybersecurity, our labs do provide a measure
of repetitive skill development. For each course, several of the labs use the same virtual
machines and tool to perform different functions and analysis. In this way, the students
become more familiar with the tools. For example, throughout the labs used in the Network
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Security course, the students repeatedly use: a Windows Server attack machine; a Kali
Linux attack machine; Nmap; Zenmap; Wireshark; netstat; ping; port forwarding and
NAT; various different common protocols including FTP, SSH, HTTP, SMTP; and various
different firewalls, including native Windows Firewall, the Linux-based Endian firewall,
and the pfSense firewall; learning how to configure and use RADIUS for access control;
and learning how to configure and use various VPNs, including the PPTP and OpenVPN
tools. The repetitive use of these tools in different exercises provides an effective means
of teaching cybersecurity to our students. In a survey of Network Security students
taken at the end of the Spring 2017 semester, out of nineteen students: 78,9% agreed
or strongly agreed that they “understood the learning outcomes of the InfoSec Learning
labs; 89.5% agreed or strongly agreed that the “lab questions and required screenshots
in the InfoSec Learning labs reinforced and supported the learning outcomes”; and
94.7% agreed or strongly agreed that they “learned the lab concepts from the InfoSec
Learning labs.”

d. Depth of Education - Scalability

Another benefit of using online virtual labs is their scalability. On January 5, 2017, it
was announced that as of January 1, 2018, Armstrong would consolidate with Georgia
Southern University, in Statesboro, Georgia. On that date, we changed from a university
of approximately 7,000 students into one with about 29,000 students, the fourth largest
university in Georgia. Georgia Southern does not have any undergraduate programs
in cybersecurity, and will essentially be acquiring ours. As students currently enrolled
at Georgia Southern discover the new cybersecurity programs, we expect their enrollment
to increase. This may require an increase in online delivery of our cybersecurity courses.
The need to scale up lab exercises to support our curriculum will be significantly enhanced
by using virtual, online labs.

IV. CONCLUSION

Developing and implementing an effective cybersecurity education program must in-
corporate both breadth and depth of educational practices. An effective cybersecurity
program in an organization or corporation does not exist in a silo. Similarly, breadth of
knowledge is vital to a useful university cybersecurity program of study because a student
must understand the totality of the field and how it interacts with many other disciplines.
However, the depth of education in cybersecurity is just as important, if not more import-
ant, because it ensures that students receive instruction and skill development in specific
topics needed to become entry-level practitioners in the field. Our program at Armstrong
is well on its way to providing such a solid education, and will only grow as we consolidate
with Georgia Southern University in 2018.@

SUMMER 2018 | 71



BREADTH VS. DEPTH: BEST PRACTICES TEACHING CYBERSECURITY

NOTES

1. Retrieved from J. Leary, (December 16, 2016), The Biggest Data Breaches in 2016, retrieved June 26, 2017, from
https://www.identityforce.com/blog/2016-data-breaches.

2. Retrieved from S. Morgan, (January 8, 2017), One-million cybersecurity job openings in 2017, retrieved June 26, 2017,
from http://www.csoonline.com/article/3155324/it-careers/1-million-cybersecurity-job-openings-in-2017.html?upd=
1498495039447.

3. F.H. Katz, “Curriculum and Pedagogical Effects of the Creation of a Minor in Cyber Security,” presented at the 2010
Information Security Curriculum Development Conference (InfoSecCD 2010), October 1-2, 2010, Kennesaw State
University, Kennesaw, GA. Published in the proceedings of the conference and in the Digital Library of the ACM.

4. ].T. Austin, G.O. Mellow, M. Rosin, and M. Seltzer, “Portable, Stackable Credentials, A New Education Model for
Industry-Specific Career Pathways,” McGraw-Hill Research Foundation, 7, November 2012.

5. D. Burley, “Interview With Gene Spafford on Balancing Breadth and Depth in Cybersecurity Education,” in ACM
Inroads, March 2014, 42-43.

6. D. Manson and R. Pike, “The Case for Depth in Cybersecurity Education,” in ACM Inroads, March 2014, 47-51.

7.]. LeClair, S. Abraham, and L. Shih, “An Interdisciplinary Approach to Educating an Effective Cybersecurity Workforce,”
presented at the 2013 Information Security Curriculum Development Conference (InfoSecCD 2013), October 12, 2013,
Kennesaw State University, Kennesaw, GA. Published in the Digital Library of the ACM.

8. Retrieved on June 27, 2017 from http://www.goodreads.com/quotes/21262-tell-me-and-i-forget-teach-me-and-i-may.
9. EH. Katz, “Measuring the Effectiveness of Instruction Based on Material From a Hands-On Workshop in Information
Assurance,” presented at the 2013 Information Security Curriculum Development Conference (InfoSecCD 2013), October
12, 2013, Kennesaw State University, Kennesaw, GA. Published in the proceedings of the conference and in the Digital
Library of the ACM.

72 | THE CYBER DEFENSE REVIEW



Reconsidering the Conseguences
for State-Sponsored Hostile Cyber
Operations Under International Law

Dr. Catherine Lotrionte

INTRODUCTION

n 2012, then-Secretary of Defense Leon Panetta spoke about the rising dangers of
a “cyber Pearl Harbor,” analogizing the potential devastation from a cyberattack
to that of the surprise attack on the U.S. naval base in Hawaii in December of
1941.[1] More recently, U.S. Senator John McCain called the Russian meddling in
the 2016 elections “an act of war.” ? The reality of contemporary international relations
and the proliferation of cyber operations as an adjunct to both peacetime and wartime
operations of states has raised important questions about what would constitute an act
of war in the cyber domain, triggering the relevant international legal rules regulating
state behavior. As of yet, there is no global consensus about what an act of war carried
out by cyber means would look like, versus acts that would fall below the level of an act
of war, and although still unlawful, would call for different responses under the law. F!

State actions short of war have been around for a long time. But the current ambigu-
ities in the law related to cyber operations, where details of the international legal prin-
ciples and rules are poorly defined and subject to competing interpretation or contested
application, have left policymakers uncertain about the applicable legal framework for
certain actions, and hesitant to respond to those states exploiting the ambiguities as
they violate the law with impunity. Furthermore, this lack of clarity in the law creates
the potential to misread the intentions of other states that could unnecessarily lead to
escalation.

With this in mind, at the outset of this article it is necessary to differentiate between
(a) “war” as a figure of speech used for its rhetorical power for political purposes, to
heighten the effect of an argument or a news story in the media and (b) “war” as a
legal term of art that has special meaning for state conduct under international law.
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While it is accepted that the need to define war is
still relevant for some branches of domestic law; for
example, in the context of "war powers" in constitu-
tional law and that it is a political question, solely
for the determination of those political departments
of a government of a state, as to whether a country
is or is not engaged in war at any specific time, in so
far as contemporary international law is concerned,
the definition of war has little bearing on legal anal-
ysis. Although there is no one binding definition
of war, elements that are common to all proffered
definitions under international law, and accepted
for purposes of this article, is that war is “a contest
between states” ™ involving a “comprehensive” use
of force.® In other words, war exists when peace
between states has ended, and a certain quantum of
hostilities has commenced. While both states and
non-state actors implicate the rules related to con-
flict covered in this article, due to space limitations,
this article focuses on state activities and only
those actions by non-state actors that are attribut-
able to states.

Rapid technological advances and the changing
character of conflict, where threats are less easily
defined, attackers can more easily deny responsibil-
ity, and the existing ambiguities in the rules are
readily exploited by aggressors, has posed new
challenges for states in defending their national
interests. Today revisionist states actively seek to
topple the post-WWII international order, including
the rules it is based on, using coercive measures
falling below the legal thresholds that traditionally
allow for forcible responses. ¢ By taking advantage
of ambiguities in the law they can sow doubt in
the lawfulness of responses, eliminating, limiting
or delaying responses. In this manner, they are
skirting the laws and shifting the international
rules, as they try to rewrite them, in their favor. As
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evidenced by state practice and government officials’ statements, ! these states purposely
operate in a gray zone area of conflict, falling between the normal peacetime relations
between states, and the state of full-blown overt war or armed conflict.® For sure, even
outside the cyber context, ambiguities and differences about the rules related to use of
force have long existed among states. Such gray zone operations, short of armed conflict,
have historically manifested in all domains, but in cyberspace adversaries have unparal-
leled advantages compared to other domains because the rules are even less developed
and state practice is still evolving.” In this respect, the existence of complicated questions
about cyber operations related to the international law concerning the use of force is not
in itself a new development, it is just about applying some old questions about the law to
the newest development in technologies used by states.

Given the different legal consequences that apply depending on whether a state is
involved in a war or not, it is important to distinguish between war in the formal legal sense
and other kinds of conflicts that fall short of war involving the use of force such as defen-
sive action, reprisal or countermeasure, intervention, or forcible measures not constituting
uses of force. The vast majority of hostile cyber operations carried out by states to date
fall into the category of actions short of war and, therefore, this article focuses on the
challenges of determining what actions by states in cyberspace short of war are prohib-
ited in international law. Certainly, not every hostile act in cyberspace creates a state of
armed conflict between nations, but the important question that this article addresses is
when, and in what manner, a state can take action through cyberspace or otherwise, in
response to hostile cyber operations short of war that threaten the security of the state.

In the context of cyber operations, in recent years governments have affirmed the
general applicability of existing international law to states’ activity in cyberspace in both
peacetime and wartime, recognizing that although there is no global treaty regulating
cyber operations, existing treaties, customary rules and general principles of international
law 9 can be extended to cyber operations through the interpretation of existing sources
of law. 'l Although existing international laws such as the United Nations Charter (Char-
ter) and the law of armed conflict cannot claim to be directly applicable to cyber operations,
given that cyber operations were not even contemplated by those state officials drafting
the laws at the time, states have looked to the “spirit” of the existing laws to adapt them
to the current threats and new technologies, acknowledging that international law, like
the Charter, is a “living, growing” system of rules that are capable of adapting to the needs
of the international community through the process of the evolution of customary practice
and opinio juris.'” These principles are fundamental to the rule of law in cyberspace no
less than any other domain.

Today, while there remains little disagreement over whether international law ought to
be applied to cyber operations conducted by states, there is much contention over the
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precise application and content of many of the specific rules."®! Efforts to clarify and reach
agreement on international rules for cyberspace have been ongoing, both inside national
governments, in international bodies,™ and through the work of legal scholars,! but
the recent failure in 2017 of the 25 members of the 2016-2017 UN-sponsored Group of
Governmental Experts (UN GGE) to reach consensus on the precise manner which the
rules apply is a troubling development, and an indication that legal ambiguity persists. (19

As states have yet to clearly define the contours of the law in this space, legal scholars
have played an important role in trying to distill some common understanding of the appli-
cable law. In particular, the work of the Group of International Experts who authored the
Tallinn Manual 2.0 on the International Law Applicable to Cyber Warfare (Tallinn Manual
2.0)" has usefully contributed to efforts to bring clarity to what the law says about cyber
operations and to highlight where the law remains unsettled in this area. Even among
the group of experts, there were many issues on which the group failed to achieve con-
sensus, as is reflected in the commentaries of the rules. Although the Tallinn Manual
2.0 is a non-binding document, such scholarly work has bolstered government efforts to
develop the law in this space. In lieu of an international treaty for cyberspace, unlikely to
be negotiated in the near future, if ever, it will be for the states to develop the law through
the complex, and not always transparent, process of custom. This process will take time
as state practice in cyberspace is still at an early stage, not always publicly visible, and
state opinio juris is limited. This situation raises the importance of efforts by government
officials and non-governmental entities to bring more clarity to the international rules
that govern aggressive state actions short of “armed attacks.”

This article examines how cyber operations fit within the modern system of interna-
tional laws related to the use of force, and where circumstances require, how the rules
may be adapted and modified to accommodate this new method of conflict, helping to
answer the questions: What hostile state activities, short of war, are prohibited in cyber-
space, and what measures can states take in response to such hostile cyber operations?

MODERN INTERNATIONAL RULES FOR WAR & PEACE

At the start of the 20™ century, with the development of more technologically advanced
and more lethal weapons, states saw the value of binding agreements limiting the right to
resort to armed force. The new rules promoting peace codified in The Hague Conventions
of 1899 and 1907,"® however, had little impact in restraining states’ resort to war in 1914.
Nor did the Covenant of the League of Nations, adopted in 1919,1% placing restrictions
on the resort to war or the 1928 Kellogg-Briand Pact,? outlawing war as an instrument
of national policy, prevent Japanese aggression against China in 1937, the 1935 Italian
aggression against Ethiopia, and Nazi aggression that triggered the most destructive war
in history.

76 | THE CYBER DEFENSE REVIEW



DR. CATHERINE LOTRIONTE

As states adopted the Geneva Conventions of 1949, a new concept of “armed conflict”
was introduced, establishing that the application of humanitarian laws was no longer de-
pendent on the will of states to make formal declarations of war but rather the facts on the
ground would determine whether a situation was one of war or peace. Previously, states
avoided being bound by the “rules of war” by denying the existence of a state of war. Today,
it is a settled norm of international law that a formal declaration of war is not a necessary
condition for a state of armed conflict to exist.?!] As the legal meaning of “war” lost its
relevance, the determination as to when the rules related to conduct in hostilities were
triggered would, going forward, be based on an assessment of the intensity and protracted
nature of the fighting and the nature of the groups.

According to conclusions of the International Law Association’s Committee on the Use
of Force, in their study on the definition of war in international law, an armed conflict ex-
ists when there is an intense exchange of fighting by organized armed groups.®! In line
with a “first-shot theory,” as soon as the first person is affected by the conflict or the first
attack launched, the humanitarian laws of the Geneva Conventions apply. 2° Based on this
approach, it does not matter where the initial violent act takes place, on the high seas, in
outer space or cyberspace, or how the violent act is carried out, air raids, shelling or cy-
berattacks, its duration or number of casualties, any use of arms by states and organized
groups above a de minimis threshold will activate an armed conflict and trigger human-
itarian laws. Once a state of armed conflict exists, all rules related to how the hostilities
should be conducted apply. This fact-based approach to determine when a state of war
begins has been widely accepted within international law. Similarly, a proper assessment
of when an armed conflict has commenced in cyberspace will depend on the facts of the
particular circumstances, and whether the requisite level of hostilities has commenced. 24
There has been a general consensus among states that cyber operations carried out during
hostilities, as long as those hostilities meet the threshold for armed conflict, will also be
covered by the rules of international humanitarian law. 2%

The UN Charter Framework

By the 20™ century, international law was undergoing a metamorphosis, a revolution con-
cerning inter-state conflict. As the rules concerning the manner in which states would
fight their wars were being codified, and new rules negotiated, other rules were estab-
lished concerning the initiation of armed force during peacetime. The new rules emerged
first in the 1928 Kellogg-Briand Pact for Renunciation of War as an Instrument of National
Policy in a somewhat restrained fashion, and then, in a sweeping prohibition of the threat
or use of force in international relations, in article 2(4) of the Charter.?% In contrast to
classical international law in the 19™ and early 20™ century, when states had the right to
resort to war or initiate hostilities and reprisals to enforce their rights, address an injustice
and collect debts owed, and the use of force was the common means to obtain redress and
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ensure law enforcement in the international legal order, by 1945, with the drafting of the
Charter, the prohibition of the use of force underwent considerable development with a
ban on forcible coercion under article 2(4) that clearly outlawed physical coercion, even
for the enforcement of legal rights. As proclaimed by the International Court of Justice
(ICJ), in 1986, this prohibition on the use of force was reflected in customary international
law#! and today is acknowledged, in some respects, as a peremptory rule or rule of
jus cogens, with widespread acceptance of its applicability to cyber operations conducted
by states. 128

Article 2(4) Use of Force Threshold: What’s Covered and What’s Not

The Charter’s article encompassing the ban on the threat or use of force was drafted in
response to the failed attempts of the international community to outlaw and prevent wars.
With the intent “to save succeeding generations from the scourge of war,” ! the state offi-
cials who drafted the Charter sought to incorporate not only direct armed attacks by states
that would lead to war, but also other forms of force below an armed attack threshold as
well. The drafters, therefore, avoided the use of the terms “war” or “acts of war” within the
article, making the terms obsolete for purposes of the modern international laws related
to jus ad bellum. On the one hand, the article 2(4) prohibition was intended to “state in
the broadest terms an absolute all-inclusive prohibition” on the aggressive use of force
between states, prohibiting armed force or the equivalent of armed force. % On the other
hand, there would be minimal uses of armed force that would fall outside of article 2(4),
not meant to be covered by the provision.

The article proclaims:

All Members shall refrain in their international relations from the threat or use of
force against the territorial integrity or political independence of any state, or in any
other manner inconsistent with the Purposes of the United Nations. B

Since its adoption, the article’s scope has been clarified through state practice, and
opinio juris, and ICJ interpretation. In the first instance, the type of force prohibited in
article 2(4) is armed force, or the equivalent of armed force, causing violence, as compared
to other types of coercive conduct that would not directly cause such violence ™ For in-
stance, non-armed force that could include forcible or coercive measures such as economic
sanctions, diplomatic protests, psychological operations, and the unconsented presence
of official ships and submarines within a state’s territory is excluded from the scope of
the article.® These forms of coercion are covered by the principle of intervention in the
internal affairs of other states and are not forbidden per se but only when they become
excessive, targeting an area in which the state has sole discretion to decide freely.

Even within the category of armed force, article 2(4) does not cover all armed force.
Armed force of a minimal or de minimis amount of force will not be covered under the
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article if the acting state has no intention of challenging the state in which it using the
minimal force. The role of intent in assessing whether an action is a use of force finds
support in ICJ case law as well as state practice.® The intention in question is not one of
motivation for the acts but rather the intention to be considered is that of forcing the will
of another state. The intention cannot make an act that violates a rule become consistent
with the rule, for example, in the case of arguments in support of interventions for hu-
manitarian purposes. But it can, before any legal determination, affect the determination
of the relevant field of law for consideration, for instance, the use of force regime under
the Charter versus another legal regime such as international criminal law, international
communications law, law of the sea, etc.

Although article 2(4) may not cover minimal forcible actions with confined intent and
purposes, depending on the circumstances, such actions may be regulated by other prin-
ciples of international law such as non-intervention or other treaty-based legal regimes. &%
In assessing the applicability of article 2(4) in various circumstances, the gravity of the
force is relevant as well as the intent of the state to use force against another state. 9 If
the force used is not excessive and the state acting does not intend to use force against
the state, the actions may not be covered by the prohibition in article 2(4). For example, if
a state through cyber means interrupts the operations of a command and control server
within another country without its consent in order to stop cyber intrusions against the
acting state’s banks for instance, because the force was minimal and not intended to force
the will of the other state, it may be considered not to constitute the type of force that
article 2(4) was meant to cover. Likely to be excluded from the scope of article 2(4) would
be the disruption of Internet service by denial of service attacks. These cyber actions will
not as a general matter fall within article 2(4). If these actions are characterized as unlaw-
ful, it would likely be so not in respect to article 2(4) but more generally of the principle
of state sovereignty, the norm of non-intervention or other bodies of law relevant to the
context of the situation.

States have agreed that cyber operations can violate article 2(4) of the Charter, the prin-
ciple of non-intervention under customary international law and other lex specialis rules,
however, there remains a debate as to whether cyber operations that do not violate these
laws may still violate the customary legal principle of sovereignty in carrying out cyber
operations within the territory of another state without its consent. Although a review
of this issue is beyond the scope of this article, it is worthy of brief mention to highlight
what seems to be an area of disagreement and unsettled law. The basic legal question is
what types of actions would be covered by the principle of sovereignty under international
law as applicable to cyber operations. There are conflicting views among scholars on this
issue®!with government officials recently weighing in on this debate, providing some
valuable insight into how the law may be developing on this issue. In May 2018, the United
Kingdom (UK) Attorney General, speaking for the first time in such detail, set out the UK’s
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legal position on some specific international rules for cyber operations, to include the prin-
ciple of sovereignty, and highlighting areas of disagreement with previous interpretations
of the rules for state responsibility. Related to the issue of sovereignty, the Attorney General
rejected any cyber-specific rule related to the “violation of territorial sovereignty” from cyber
operations that cause “interference in the computer networks of another state without its
consent” that fall below the threshold for a violation of the rule of non-intervention. *®

Taken together with prior statements by US government officials, generally in line with the
UK statement although less detailed, these statements would indicate that some states are
interpreting the rule of sovereignty as one that would not necessarily cover cyber operations
causing minimal impact on another state’s infrastructure as long as they do not trigger the
prohibition on the use of force, the norm of non-intervention or any other existing treaty ob-
ligation. Under this approach, examples of cyber operations not implicating the sovereignty
rule could include implanting of malware on another state’s infrastructure and interruption
of Internet service through a denial of service attack, among other possibilities. Given the
historical practice of states acceptance, albeit in a seemingly reluctant manner at times,
of activities of foreign governments within their territory without their consent, the UK
approach seems to make the most sense. After all, it has not been the case in state practice
that mere minor intrusions into territorial property with limited impact on the state would
constitute an internationally wrongful act. Had this been so, the reality of the day-to-day
activities of intelligence agencies would be dramatically different.

The apparent acceptance, at least by the UK, of a minimal effects test for the rule of
sovereignty in cyberspace is in line with a minimal effects or gravity test for uses of force
as outlined in this article, and may be most relevant to cyber operations that persist at a low
level of intensity. This approach for assessing what constitutes a use of force, although of
debate by some legal analysts, is gaining acceptance with support found both in state
practice and the implications of IC] decisions where not all forcible measures that contain
a foreign element have been found to constitute a prohibition of article 2(4). ®* In such
instances the focus has been on the assessment of the gravity of the action and the intention
of the actor, or purpose of the action. *” In one of its earliest cases, the Corfu Channel, the
ICJ indicated that minimal uses of force not used “for the purpose of exercising political
pressure” on another state would not constitute a use of force under article 2(4). #! Although
the Court ruled that the UK’s minesweeping operations in Albania’s territorial sea violated
its sovereignty and used the phrase, a “manifestation of a policy of force” in describing
the British actions, the Court did not conclude that such action violated article 2(4). ** In
a number of other situations, in enforcement cases involving maritime enforcement, law
enforcement actions involving the arrest of someone in another state’s territory without au-
thorization, environmental protection acts, hostage rescue operations, and the interception
of foreign aircraft that has entered a state’s airspace without permission, the minimal armed
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force that was used was found not to be covered by the regime on the use of force under
article 2(4) but rather by other areas of international law. **! State practice has confirmed
that such actions convened as enforcement measures by states, limited in scope and inten-
sity, with no intention to use force against the other state, do not come under article 2(4)
but rather other specific rules relevant to the case at issue. ¥

A central question for cyber operations, and the primary focus of this article, of whether
a hostile cyber operation by a state is an article 2(4) use of force violation, an unlawful
intervention or an armed attack, is critical to the determination of what responses would
be legal under international law. Even though the intent of the framers seemed clear in
drafting article 2(4) that certain coercive measures would not be covered, and the long
practice of states under the Charter has demonstrated support for that intent, without a
precise definition of the term “use of force” within the treaty, practitioners and scholars
continue to disagree over the meaning of the term “use of force.” They have struggled to
establish a single approach for distinguishing those actions by states that would fall within
the article 2(4) regime versus those that would fall under different legal regimes, and for
those actions that do fall under the regime of the use of force, which actions would fall
below the article 2(4) threshold and which ones would surpass the threshold. *!In the con-
text of cyber operations, there remains much contention over the specific cyber operations
that would violate article 2(4), fall outside the scope of the article, fall below the threshold
of the article, or surpass the threshold and reach the level of an armed attack. What is of
general agreement in the context of cyber operations is that for such operations to consti-
tute a use of force under international law they must be attributable to a state, reach the
gravity threshold for the use of force as meant by article 2(4), and must be exercised in
the context of “international relations” between states. ! For those cyber operations that
meet these requirements and are regulated by the Charter regime, they constitute a use of
force, and therefore there must exist a “proper legal basis” for them in order not to violate
the prohibition within article 2(4). "

Historically, in trying to delineate clear lines of distinction under the law between
state actions that would constitute uses of force versus other actions, international legal
scholars disagreed over the appropriate focus for assessing the legality of such actions.
The different proposals involved focusing on the instruments or weapons used, the
characteristics of the targets, the intent of the attackers or the effects generated by the
actions. ™ Ultimately, the dominant approach that has been accepted, for cyber operations
as well, is one based on the effects of the actions.*” In line with an effects-based approach,
kinetic operations that have a direct destructive impact on property or injurious effects
on persons, beyond a de minimis effect and under circumstances where the regime of use
of force is applicable, would constitute armed “uses of force” and, therefore, illegal under
article 2(4). Analogously, under an equivalence approach for cyber operations, states have
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assessed that cyber operations that cause or are reasonably likely to cause similar damag-
ing consequences or effects as those produced by kinetic weapons, with physical damage
to persons or property, excluding those actions of de minimis effects not covered by the
article 2(4) use of force regime, would be a use of armed force action prohibited by article
2(4).bo

While it is virtually uncontested that cyber operations, which cause or are reasonably
likely to cause physical damage, loss of life or injury to persons would fall under the
prohibition contained in article 2(4) under this equivalence test, the question remains how
to characterize cyber operations that produce damaging consequences but no physical de-
struction. In other words, is there a minimum threshold of gravity that the consequences
of a cyber operation must reach to be a violation of article 2(4) versus, for example, the
norm of non-intervention? °!!

For those cyber operations that are disruptive, interrupting the functionality of a target,
but failing to cause lasting physical damage, a strict effects-based equivalence test under
the law raises questions as to whether such attacks would constitute a “use of force” under
article 2(4). 5% Such a narrow approach based on Kinetic effects fails to take into account
the dependency of modern society on the functioning of computer networks. It is now pos-
sible for critical infrastructure to be compromised, and society crippled without destroying
the computer networks themselves. Government officials have raised concerns about the
devastation that would occur if such critical infrastructure were disabled by a cyberattack,
causing cascading effects between sectors and second and third-order effects disrupting
societal, economic, and governmental functions.® The question remains then today, for
cyber operations against those physical or virtual systems and assets of a state, the disrup-
tion of which would render them ineffective or unusable causing devastation to a state’s
security, economy, public health and safety, and environment, would they constitute uses
of force in violation of article 2(4) or even an armed attack?

There exists little doubt that as a practical matter a state targeted by a cyber operation
that shuts down its electric grid, leaving millions without power, disrupting the financial
markets and government communications, though without causing immediate physical
damage, would be considered a “use of force,” if not an “armed attack.” ®* And yet, under
an effects-based equivalence approach, such attacks would not constitute uses of force
against the state without some level of physical damage. ° On the other hand, a more
flexible interpretation of article 2(4), one based on the intent and logic of the Charter
provision, the ruling in the Nicaragua case, ' and a broader meaning of a “use of force”
for cyber operations specifically targeting critical infrastructure may be gaining support
from international legal experts and governments. *”! Such an approach would more
effectively address the potential for devastating effects from cyberattacks against critical
infrastructure and could encompass cases of cyber operations that significantly disrupted,
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for extended periods of time, the functionality of critical infrastructure causing significant
negative consequences, albeit no physical damage, to the national security and welfare
of the state and citizens. The requisite level of disruption would have to go beyond mere
inconvenience and “significantly disrupt the functioning of critical infrastructure,” versus
solely non-critical infrastructure, to fall within the scope of article 2(4).°® This approach,
in line with the decision in Nicaragua, although not providing the injured state with a right
of self-defense, does provide it with recourse to other measures under international law
that will be discussed later in this article. ®”

Below Article 2(4) Use of Force Threshold: Getting to the Gravity Question

The Charter framers recognized that aside from using armed force, states also employed
other non-forcible but coercive measures in their international relations with other states
to influence them. The travaux preparatoires of the Charter reveal that the drafters made
a conscious decision not to include these other non-armed, non-violent coercive measures
within the Charter prohibition on the use of force in article 2(4). 9% Coercive non-armed
measures, such as economic or psychological coercion and political pressures, were
purposely left outside the Charter framework. !l Rather, these activities would either be
covered under a customary international legal principle such as non-intervention 62 or
be left unregulated by the law. As distinguished from uses of force that violate article
2(4), violations of a state’s territorial integrity and the principle of non-intervention can
occur “with or without armed force.” *'In short, the type of force prohibited by article 2(4)
is armed force or the equivalent of armed force, in contrast to other types of forceful coer-
cive conduct.

In addition to the non-armed coercive measures that fall outside of article 2(4), like eco-
nomic sanctions, there are additional measures that might be “armed” or involving some
minimum form of physical force, but would fail to constitute a use of force for purposes of
article 2(4) because they do not meet a minimum threshold of gravity. Y In other words,
they are minimal uses of armed force that article 2(4) was not meant to cover. This meth-
odology of using a gravity test to distinguish different levels of force for assessing article
2(4) violations is based on the same methodology used in the Nicaragua case to distinguish
article 2(4) uses of force from armed attacks under article 51, analyzing the scope, inten-
sity, and duration of the action. The reasoning behind using this same methodology to
determine the article 2(4) threshold for uses of force and distinguishing article 2(4) uses of
force from other actions, although possibility illegal, falling outside of article 2(4) is three-
fold: firstly, such minor uses of force that serve limited intentions and purposes are not
equivalent to the purposes of those uses of force as intended to be outlawed by article 2(4),
secondly, these minor uses of force do not implicate the “international relations” between
states that article 2(4) explicitly incorporated into its language, and thirdly, these uses
of force have a lesser level of intensity that falls below the threshold of a use of force that
was intended by article 2(4) of the Charter. 1%
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This approach for uses of force “appears to be gaining ground in legal doctrine” 6%
based on state practice, the implications from ICJ decisions, and commentary by scholars
and state officials. [/l According to the Independent International Fact-Finding Mission on
the Conflict in Georgia, the “prohibition of the use of force covers all physical force which
surpasses a minimum threshold of intensity” and “[o]nly very small incidents lie below
this threshold, for instance, the targeted killing of single individuals, forcible abductions
of individual persons, or the interception of a single aircraft.” ®/ In the cases of actions
such as police or security operations where the force used is of a low intensity, not intend-
ed to force the state to do or not do something against its will, not engaging the relations
between states, they have been characterized as falling outside the coverage of article
2(4). Such operations have included: individual international abductions, extraterritorial
criminal enforcement measures, “hot pursuit” against criminals on land, enforcement ac-
tions at sea, neutralization or interception of aircraft entering a state’s airspace without
authorization, rescuing nationals abroad, small-scale counterterrorism operations abroad,
to the targeted assassinations carried out by secret services in another state, “where the
coercive character of the operation within the foreign territory is very limited” and is not
targeted against the state. *”!

Outside of the cyber context, the recent case of Russia’s poisoning of a former Russian
spy in the UK provides insight into how states categorize various actions under the law, in
accordance with the minimal threshold approach to uses of force. In her initial statement
to Parliament on the matter, British Prime Minister Theresa May forewarned that unless
Russia responded to the UK’s accusations that Russia had used a military-grade nerve
agent to kill someone on British soil, May stated, “we will conclude that the action amounts
to an unlawful use of force by the Russian State against the United Kingdom.” " In her
statement, the Prime Minister never invoked the Charter or article 2(4) explicitly, although
referring to an “unlawful use of force.” Notably, however, in the joint statement on the
matter released by the UK, the US, Germany, and France, a few days after May’s initial
statement, the four countries described Russia’s action as “an assault on UK sovereignty
and any such use by a state party is a clear violation of the chemical weapons convention
and a breach of international law.” V"' In that statement, there was no mention of a use of
force or article 2(4) of the Charter. Rather than assessing Russia’s actions under the use
of force regime, the UK, US, Germany, and France treated the poisoning of a foreigner on
UK soil as a violation of the United Kingdom'’s sovereignty and a breach of the rules related
to the use of chemical weapons. This incident, and the states’ responses to it, suggest
support for the approach discussed in this article for assessing the legality of different
uses of force.

In other historical incidents of states using limited armed force, the states involved have
also failed to invoke article 2(4) of the Charter. As an illustration, the forcible abduction
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of Adolf Eichmann from Argentina in 1960 by Israeli intelligence was found by the UN
Security Council to be a violation of Argentina’s sovereignty. The Argentina delegate to
the UN never invoked article 2(4) nor did the Security Council in its resolution. "2 In con-
trast, the abduction of General Noriega in Panama in 1989 following the US invasion, was
considered in the context of the gravity of a military invasion of another state and not the
individual abduction of one person. In short, a forcible abduction may or may not constitute
a use of force depending on the full context of the case and the gravity of the force used. "3
For these kinds of forcible enforcement measures that are not covered by article 2(4), and
therefore do not constitute an unlawful use of force, they may still constitute violations
of other legal obligations, such as the obligation not to intervene in the affairs of another
state or breaches of other specific treaties.”* These minor armed uses of force fall outside
the scope of article 2(4), based on the context and domain in which they occur and their
gravity, and while potentially implicating other regimes of law (international criminal law,
sea and air law) they would not violate the Charter.

Applied in the cyber context, according to this “minimum use of force” standard for the
use of force, a “cyber operation that causes minimal damage in another state’s territory
such as the destruction of a single computer or server,” with no hostile intent towards
the state itself, and without further effects, “would clearly not fall within the scope of
the provisions” of article 2(4) under the minimum use of force test. "> In applying the de
minimis standard, the quantity of force matters as well as the context of the incident. Such
an operation that involves the destruction of property in another state, would, however,
impose effects within another state’s territory and, if coercive, in the sense of intended
to compel a state to behave in a manner other than how it would normally behave, be an
unlawful intervention. "% According to the then-legal advisor to the U.S. Department of
State, Harold Koh, in discussing some of the factors that would be relevant to a legal
assessment of actions involving uses of force in cyberspace, he specifically included “in-
tent” and gravity, among others, to be taken into consideration. "”! Ultimately, whether a
minimum use of force will constitute a violation of article 2(4) will depend on the specific
circumstances of each case.

Analyzing the meaning of a “use of force” in this more limited manner affords a state
subject to a use of force in violation of article 2(4) more options for legally responding than
the state would have under an approach accepting a broader meaning of a use of force
under article 2(4). Under a broad interpretation of article 2(4) uses of force, and a broad
interpretation of the Nicaragua Court’s findings, to be discussed in more detail in the next
two sections, a victim state would be prohibited from using forcible responses unless the
attack against the state rose to the high threshold of an armed attack. In contrast, with
a limited interpretation of article 2(4), states that are targets of uses of force violating
article 2(4) but not constituting an armed attack under article 51 of the Charter can con-
duct forcible responses as long as such responses are of a de minimis nature or gravity
both in its objectives and its means. Such forcible responses would fall outside of the
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article 2(4) prohibition and would constitute permissible countermeasure ® even though
they may cause minor physical harm, injury or damage in the state’s territory. *

An example of a cyber operation that would not necessarily be covered by article 2(4)
could include the disruption of Internet service that, although possibly involving the vio-
lation of certain economic rights or property rights under international law, would not be
covered by article 2(4) based on the gravity of the effects and the full context of the situa-
tion. Other actions not covered by article 2(4) could include, for instance, the interruption
of the production lines of a manufacturing company in another state through Internet-
facing network connections that would involve hacking into the manufacturing control
units and robotics and potentially causing them to produce faulty manufacturing or physi-
cally destroying the manufacturing equipment itself. Although likely to violate other laws
such as international criminal law, depending on the context and gravity of effects, they
may not be covered by article 2(4) and therefore could constitute lawful countermeasures if
done in response to a wrongful act and complying with the other requirements for counter-
measures such as proportionality that will be discussed below in more detail. ® In con-
trast, if a broader interpretation of article 2(4) is accepted, expanding article 2(4) to include
all uses of force, any proportionate forcible response, even in-kind, to a use of force would
be in violation of article 2(4) and a prohibited forcible countermeasure.

Article 51 Self-Defense Exception to the Prohibition on the Use of Force

Under the Charter, the article 2(4) prohibition on the use of force was subjected to two
explicit exceptions: military action authorized by the UN Security Council following a
determination of 1) the existence of a threat to the peace, a breach of the peace, or 2) an
act of aggression, and self-defense in response to an armed attack. As an exception to this
prohibition, states may use force if the UN Security Council authorizes it pursuant to its
responsibility to maintain peace and security; this includes the authority to respond to
threats to the peace, breaches of the peace, and acts of aggression. 81

The article proclaims:

Nothing in the present Charter shall impair the inherent right of individual or collec-
tive self-defence if an armed attack occurs against a Member of the United Nations,
until the Security Council has taken measures necessary to maintain international
peace and security. ¥4

As a matter of customary law, a state can also use force in self-defense if an armed attack is
imminent but has not yet occurred. ®IThe article 51 principle of self-defense reflects cus-
tomary international law and has been recognized by states as applying to defense against
cyberattacks that are equivalent to armed attacks under article 51. 4

As an exception to the prohibition on the use of force, a state can employ forcible cyber
operations in response to an armed attack that has occurred or is imminent % as long
as the forcible defensive measure targets the responsible state or non-state actors 1 and
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complies with the customary legal principles of proportionality and necessity, as discussed
later in more detail.

Distinguishing an Article 51 Armed Attack From an Article 2(4) Use of Force

Interpreting the rule of self-defense for cyber within article 51 requires an understand-
ing of the meaning of the term “armed attack,” that, like the term “force” as used in article
2(4), remains undefined in the law. The ICJ in the Nicaragua case, without providing a
specific definition for an armed attack or use of force, drew a distinction between the two
terms and developed a “gap” theory, where only the most severe or grave uses of force
would constitute an armed attack, utilizing a “scale and effects” standard to distinguish
between a use of force and the gravest uses of force that would constitute armed attacks. 7
In other words, a certain degree of armed force could meet the gravity threshold of article
2(4), nonetheless fail to trigger the higher threshold for article 51 self-defense if the armed
force was not sufficient enough.

Based on this “scale and effects” test utilized in the Nicaragua case, isolated or minor
incidences that do not threaten the safety of the state, while hostile and unlawful, would
not constitute an armed attack reference to the Charter’s right of self-defense. If, however,
the results of the armed force met the gravity threshold, resulting in or imminently result-
ing in a considerable loss of life or extensive destruction of property, it would constitute
an armed attack under international law, triggering the victim state’s right to use lethal
force in response. There is a minority view among some states and legal experts, including
the US, that there is no distinction between a use of force and an armed attack, and that
any unlawful use of force qualifies as an armed attack triggering the right of self-defense.
The US has taken this position with respect to cyber operations as well. 88 While dis-
agreements persist between states and commentators as to the validity of a gap between
the thresholds and the nature of any gap that may exist, state practice has supported the
position that kinetic operations causing significant physical damage, injury or death would
qualify as a grave use of force and therefore an armed attack; this reasoning has been
extended to cyber operations. %

Since Nicaragua, government officials and scholars have struggled to define the precise
threshold at which a use of force would constitute an armed attack, finding “[I] t is almost
impossible to fix the threshold of force employed to define the notion of armed attack,”
and failing to develop a bright-line test. ®” Disagreement continues to exist as to whether
the 2010 Stuxnet operation against the Iranian nuclear program that damaged over 1000
centrifuges, qualified as an armed attack. ”'In accordance with Nicaragua, a use of force
would constitute an “armed attack” only when both the scale and the effects of the use of
force were grave enough. For the sufficient scale to be met under this test, considerable
magnitude and intensity must be involved, taking into consideration the amount of force
used and duration of the attack. For the threshold of effects to be met, the consequences
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have to involve substantial destruction to important elements of a state, namely, its people,
territory and, in certain cases, its economy that compose the security of the state. Even in
cases where armed force is used and causes damage, unless it is of a high enough inten-
sity, it will not constitute an armed attack. In finding that mere “frontier incidents” using
military force do not have the necessary gravity to be considered armed attacks, the ICJ
supported this position. %

This aspect of the Court’s decision has faced much criticism in that the gap created by
the Court between permissible self-defense and lower level attacks by armed bands served
to reduce the barrier to armed aggression because it took away the military deterrent from
lawful recourse to self-defense. ”*! The decision was further criticized for not elaborating
on the required scale and effects necessary to reach the threshold of an armed attack nor
what type of response might be appropriate for acts that fall below the threshold. In its
opinion, the Court indicated that the threshold of gravity is a flexible one dependent on the
specific circumstances of each case. For example, in contrast to the example of “frontier
incidents” in the Nicaragua case, in accordance with the same scale and effects standard
developed by the Court in another case with a different set of facts, the Court “[did] not
exclude the possibility that the mining of a single military vessel might be sufficient to
trigger the ‘inherent right of self-defence.” ® Therefore, even a single incident of armed
force that leads to a considerable loss of life and extensive destruction of property would be
of sufficient gravity to constitute an armed attack. " In the context of cyberspace, a single
cyber operation against computer systems that caused a significant number of fatalities
would likely constitute an “armed attack.” ¢

For cyber operations that do not result in direct physical damage but result in destruc-
tive second-order effect, there is growing support based on the stated opinions of gov-
ernments that such actions may constitute not only uses of force but also armed attacks
under the Charter framework. ! As states have come to recognize the vulnerabilities of
critical infrastructure to cyberattacks that could inflict substantial destruction to critical
elements of a target state (its people, economy, and security infrastructure) international
jurists and governments have concluded that disruptive cyberattacks against such infra-
structure, although not causing direct physical damage to the infrastructure, nevertheless
of the requisite magnitude resulting in significant damage to the nation or its people,
versus mere inconvenience, could constitute an “armed attack,” triggering the legal right
to use forcible responses in self-defense. ’®! For example, a cyber operation that interrupts
the cooling functionality of a nuclear reactor, while not destroying the reactor causes the
cooling system to malfunction, leading to the release of radioactive materials and the loss
of life, would result in significant enough second-order effects that amount to an armed
attack irrespective of the fact that the initial cyber operation did not produce direct
harmful or permanent effects to the reactor. *” In cases of cyber operations that cause no
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physical damage but severely incapacitate critical infrastructure, such as banking institu-
tions, if the effects are serious enough, may constitute an “armed attack.” (1%

In line with the “scale and effects” approach, only armed attacks will trigger the right of
self-defense and therefore all other attacks or hostile actions by states that fall below this
threshold are classified as uses of force, interventions or general violations of sovereignty,
depriving the target state of such attacks the right of forcible self-defense under article
51. This standard of scale and effects, however, is a “variable standard” """ which does not
require it being applied separately to each hostile act, but instead can be applied in com-
bination with multiple acts to meet the high threshold of an armed attack. The Court has
implicitly accepted this approach, the doctrine of “accumulation of events,” in particular
circumstances where consecutive attacks take place that are linked in time, source and
cause, and are part of a “continuous, overall plan of attack purposely relying on numerous
small raids.” %2 In such cases where there may be some small-scale uses of force falling
below the level of an armed attack, collectively they can amount to such an armed attack.
In this context, cyber operations against a state that would in themselves merely consti-
tute “less grave uses of force,” when forming part of a chain of events carried out by the
same source, can qualitatively transform into an “armed attack” triggering the right of
self-defense. [ The question remains, however, as with assessing the gravity threshold
for singular armed attacks, how many individual lesser grave uses of force are required
to constitute an armed attack?

Given that the most common form of cyber force between states has been a stream of
low-intensity cyber operations versus actions at the armed attack level, this doctrine of
accumulation of events in the context of self-defense may be relevant. !1°* Under this doc-
trine, in circumstances where there are a number of “less grave uses of force” that take
place either exclusively in the cyber domain or different domains (cyber and Kinetic) that
can be linked together to form part of a chain of events by the same state, the nature of the
acts taken together could amount to an “armed attack,” triggering the right of self-defense.

Self-Defense Responses to an Article 51 Armed Attack

The right of individual or collective self-defense referenced in article 51 of the Charter
is the right of a victim state to use offensive force against a state legally responsible for an
armed attack to prevent or stop harm to the state or its allies. %1 All self-defensive actions,
to include cyber operations carried out in self-defense, must be proportionate and neces-
sary. Necessary responses in self-defense are those actions that are used as the last resort
and have been determined to be the only means by which to repel an attack or prevent a
subsequent attack. "% Proportionate responses are those that are in balance against the
purpose of repelling the attack to end the situation or threat, which caused the attack. %"
Proportionate self-defense responses can be quantitatively greater than the initial armed
attack since it aims to repel that attack. ' In other words, if the threat continues after an
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initial armed attack, the victim state can use all necessary force to eliminate the threat.
Beyond just intercepting the immediate armed force, the victim state could use deadly
force to degrade the attacker’s military capabilities or seize territory in order to assure
its future security against the attacker, imposing a higher level of cost to the adversary
than the initial attack imposed, so long as it has been determined that such a level of force
is required to stop the threat. "% What matters in assessing the proportionality of a self-
defensive action then is “the result to be achieved by the defensive action and not the
forms, substance, and strength of the action itself.” 1'% The right of self-defense has been
recognized to extend to cyber operations that rise to the level of an armed attack. "'l If
forcible cyber operations meet these standards for self-defense they would be lawful.

In determining an appropriate legal self-defense response, attribution is key. It does not
matter where an armed attack occurred, '?'what type of weapon was used to carry out the
attack, "' whether the target was civilian or military, or how many individual incidents
occurred. M As long as the victim state can identify the responsible state for the attack
and the overall effects of the incident or incidences reach the high threshold for an armed
attack, the victim state can act in self-defense against the responsible state. For example,
if a state carries out an attack, whether by a Kinetic or cyber operation, against a civilian
computer system owned and operated by a private company within the territory of another
state that causes a devastating impact, although it has no connection to military or gov-
ernment entities, such an attack will constitute an armed attack for purposes of article 51.
(1151 Neither the nature of the attack as a cyber operation nor the governmental or private
nature of the target is relevant to the determination of the existence of an armed attack
against the state in its territory. " In responding to an armed attack, actions are not
limited to in-kind methods; for instance, reactions to cyberattacks that constitute armed
attacks could be exercised by physical, cyber, or other means. [''”! Furthermore, there is
no requirement under international law for states to publicly disclose the basis for its
attribution assessments. ('8!

Defensive Self-Help Responses to Hostile Actions Below the Threshold of Armed Attack

Historically, defensive self-help involved retaliatory measures by a state against another
state that had violated its rights protected by international law. The idea of such measures
was based on a lack of centralized enforcement in the international community and, there-
fore, self-help measures played an important role in bringing about a situation that con-
formed to the law. The recognized value of such measures “lay in the possibility of gaining
redress without creating a formal state of war.” "' With the modern development of inter-
national law within the Charter, article 51 established forcible self-defense as a separate
institution from self-help, making armed force in self-help mostly forbidden except for the
occasional resort to de minimis forms of force due to the ineffectiveness of the UN Security
Council to enforce the law. 12 Under the old concept of self-help and the right of states
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to wage war, a state’s recourse was practically without limitation and covered retorsions,
reprisals, both armed and peaceful, peaceful blockade, intervention, and even war. Today,
self-help still includes retorsions, countermeasures, and necessity, which are all remaining
legal options for states to act unilaterally for coercive enforcement of rights, albeit with a
number of restrictions.

As international law provides states with options for responses to hostile actions below
the article 51 threshold in the physical domain, so too does the law permit victim states to
respond to unlawful actions that fall below the armed attack threshold. Especially in an era
where states are pursuing their strategic objectives and coercively operating in the gray
zone, victim states will find relief as international law does not leave such states powerless
to defend against and respond to such gray zone cyber threats. As recently expressed by
the then-nominee for Commander, U.S. Cyber Command, “Although cyber operations not
involving loss of life or significant destruction of property may not constitute an armed
attack those operations causing significant impact on U.S. foreign and economic policy
interests may nonetheless violate international law and trigger U.S. response options.” 1211
Indeed, customary law has provided multiple options for victim states to respond to
offensive measures by other states, short of war or an armed attack, whether the measures
are conducted in cyber or not.

For those states that are victims of coercive or forcible cyber operations that fall short of
an “armed attack” in article 51, recourse can be taken unilaterally, to include the adoption
of retorsions and countermeasures and measures invoked under a plea of necessity that do
not reach the “armed attack” threshold. 1?2 According to the Articles of State Responsibility
(Articles) drafted by the UN International Law Commission (ILC),!?* countermeasures and
actions of necessity are measures that would otherwise not be justified under the law but
for, in the case of countermeasures, a prior wrongful act against the state, and in the case
of acts of necessity, exigent circumstances where the state’s essential interest are in “grave
and imminent peril.” 124

Given the role that the Articles will play in assessing state responsibility for cyber ac-
tivities, some background on the Articles is relevant. In 2001 over forty years of work of
the ILC on state responsibility was concluded with the adoption of fifty-five draft articles.
Unlike the ILC’s previous projects, the work did not result in a treaty but rather in draft
articles that were “taken note of” by the UN General Assembly, indicating the challeng-
es with reaching agreement on the Articles during the drafting process and concluding
without universal state agreement. Although the Articles are not a binding source of law,
they can serve as a source of ascertaining the law, similar to the writings of highly qual-
ified publicists, and indeed, some aspects of them have been accepted as customary law
by international tribunals and at least some state practice has provided evidence of its
customary characteristic. ' Some provisions of the Articles, however, were controversial
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during the drafting and still are, particularly the articles on countermeasures, leaving
the status of those provisions under the law uncertain as they have not been accepted by
states as authoritative restatements of customary international law. 2/ Related to the work
of assessing the legality of cyber operations, the Tallinn Manual 2.0 relied heavily on the
Articles in developing some of its rules. Given the lack of clarity and controversy over
some provisions of the Articles, it may be that with respect to the Tallinn Manual’s rules
that are based on these same provisions, more work will need to be done by states and
possibly judges before the law is clear in this complex area.

For assessing state responsibility, as the Articles did, it is useful to first distinguish
countermeasures (previously called reprisals) '?'and pleas of necessity from retorsions
under international law. An act of retorsion is a coercive, politically unfriendly, but lawful
act, not involving any breach of international obligations owed to the target state, whether
treaty-based or customary and thereby do not require any legal justification. 2% States can
undertake cyber or non-cyber retorsions at any time to influence another state’s actions,
regardless of whether there was a prior law violated or any detrimental effects to the inter-
ests of the targeted state from the retorsions. "2 Although retorsions can be taken at any
time and have few, if any, restrictions because of their legality, typically, they are taken
in response to a breach of an international legal obligation owed to the state. Common
examples of retorsions include protests and verbal condemnation or diplomatic demarches,
discontinuing development aid, denying entry visas, declaring that a diplomat is persona
non grata, imposing travel restrictions on foreign nationals within the state, terminating
cultural and educational exchanges, and imposing unilateral sanctions. 13

Recent examples of retorsions conducted by the US in response to cyberattacks have
included unilateral sanctions against North Korea in response to the Sony cyberattack 3!
and against Russia in response to its cyber operations against the Democratic National
Committee and related interference with the 2016 US election. '3?' In addition to sanctions,
the US expelled Russian diplomats from US territory, also constituting a retorsion. 33
These US actions were lawful, although considered unfriendly, and could have been done
irrespective of the unlawfulness of the cyber operations conducted by North Korea and
Russia. 3% An example of a cyber retorsion would be a state selectively blocking, at its own
gateway, another state’s Internet traffic from entering the territory, provided such action
did not violate any existing treaty agreement between the states or any customary law. [1*°!

In contrast to retorsions, countermeasures are actions, short of armed attack, or omis-
sions that breach an international obligation owed the targeted state and therefore are
unlawful except for a prior law violation by the targeted state. 3¢ The purpose of counter-
measures is to compel the responsible state to comply with its international obligations
owed to the injured state and make reparations for the injury caused. ['*”l While counter-
measures have been established through international practice and decisions from
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tribunals and courts as a circumstance precluding wrongfulness, the legal regime appli-
cable to countermeasures is far from well-established as states have objected even during
the drafting of the Articles of State Responsibility to different aspects of the Articles as they
apply to countermeasures in particular. In the comments the US submitted to the ILC
during the drafting process emphasis was placed on the US objections to the restrictions
on the use of countermeasures that were included in the Articles. '*! This may indicate
that for certain aspects of the regime of countermeasures, the Articles, and potentially the
rules on countermeasures in the Tallinn Manual 2.0, are more a progressive development
of the law, rather than the codification of existing customary rules. Indeed, the topic of
countermeasures was one of the contentious issues in the discussions of the 2017 UN GGE
that failed to reach a consensus report. [

According to the Articles of Responsibility, an injured state that has suffered a wrongful
act by another state may commit a wrong in reaction, a countermeasure, as long as it
is “commensurate” with the injury suffered from the initial wrongful act, taking into con-
sideration the rights in question '**and the state’s response is aimed at inducing an end
to the initial wrong, and the provision of damages for injuries suffered. ! Despite the
clear nature of the requirement of a prior wrongful act, there remain some unresolved
issues related to this requirement for countermeasures. For example, due to a lack of state
practice and no treaty-based clarification, the specific issue of whether a state that con-
ducts countermeasures must be directly injured is of great debate with opposing views.
1421 The question being, does the state that is conducting the countermeasure have to
be the state that suffered the injury from the wrongful act. This issue of individually or
collectively conducted countermeasures, irrespective of individual injury, in defense of
another injured state or in respect of breaches of obligations erga omnes, has yet to be
resolved, leaving open the further development of the law through state practice and
opinio juris and the possibility for collective, or third-party, cyber countermeasures. (1%

Another contentious issue that remains unsettled is whether a state can conduct forcible
proportionate countermeasures that would violate article 2(4) of the Charter in response
to forcible actions that are below the article 51 armed attack level of the Charter. '* While
there is widespread agreement that countermeasures must not be of the severity of an
armed attack as meant by article 51 of the Charter, the debate remains over the allow-
able level of force of countermeasures. ''*3! According to the ILC, “questions concerning
the use of force in international relations . . . are governed by the relevant primacy rules”
and not by the law of state responsibility. Following this reasoning, the Articles of State
Responsibility provided no guidance on the specific question of whether forcible counter-
measures that triggered article 2(4) would be per se illegal, leaving it for analysis under
the Charter. On the one hand, some commentators have argued that based on the dicta in
Nicaragua, the ICJ seems to have “implicitly left open the door for proportionate forcible
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countermeasures” in the case of a victim state suffering from hostile acts that are not at
the threshold of an armed attack. '*9On the other hand, commentators have argued that
the obligation to refrain from the use of force under the Charter has been recognized
as a limitation to countermeasures. '*”! The Tallinn Manual experts were unable to reach
agreement on this point and therefore offered no rule prohibiting the use of force counter-
measures that would violate article 2(4)."**! Interestingly, one of the ICJ judges recently
provided an interpretation of the Court’s opinion with respect to countermeasures, one
that is in contrast with previously offered interpretations. At a celebration of the ICJ’s anni-
versary, Judge Yusuf stated, in referring to the Nicaragua case, “[T]he Court did not specify
the nature of such ‘countermeasures,” but it could perhaps be reasonably assumed that it
was referring to military countermeasures.” '* One reasonable understanding based on
the Judge’s interpretation of the Court’s opinion would be that lawful countermeasures
may include the armed force that would violate article 2(4). Another understanding of
this interpretation is that countermeasures could include armed force that was never
meant to be covered by article 2(4).

Perhaps a more effective way to address this debate would be to adopt a more limited
meaning of what a use of force is under article 2(4). In using this approach, as discussed
earlier, one could argue that there are uses of armed force that do not enter the scope of the
Charter’s article 2(4) because of the low intensity of the force involved, and the context of
the use of force. Rather than article 2(4) as the relevant law for those actions not covered,
the focus would be on other legal regimes that may be relevant to the context of the situ-
ation. Using this standard of a more limited view of the meaning of use of force in article
2(4) would alleviate the tension over whether countermeasures can be forcible since by
allowing for minimal force that is not prohibited by article 2(4), countermeasures could
involve force of a minimal level that would not violate article 2(4) and therefore would be
lawful under the law of countermeasures. ">" This would also allow states that are victims
of uses of force that violate article 2(4) but that do not rise to the level of an armed attack
to take forcible action, albeit limited in scope and intensity, in another state’s territory as
long as it is proportionate to the injury and intended only to get the state to comply with
its obligations. Rather than limiting the victim state to non-forcible responses that may
not be effective in getting the wrongful state to comply with its legal obligations, under
a more limited meaning for article 2(4) uses of force, a state may use forcible propor-
tionate countermeasures, including cyber countermeasures. Such cyber responses would
be allowed whether or not the initial wrong exhibited through cyber operations or other-
wise. 151 While these actions may violate the sovereignty of the state or other bodies of
law, they would not be violations of article 2(4).

In choosing what countermeasures to employ, the state has considerable flexibility in
choosing which obligations to violate vis-a-vis the other state, without publicly disclosing
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the basis for its attribution assessment of the prior wrongful acts of the targeted state to
the targeted state. The state conducting the countermeasure ought to take care that its
attribution is accurate to avoid any political consequences. If, however, the acting state
in taking countermeasures was mistaken as to fact or law, and, for instance, employs
countermeasures against a state that has not conducted any wrongful act, such counter-
measures may still be considered lawful. Although this issue of responsibility for a mistake
is a debatable point in international law, some have argued that since there is no general
principle under international law as to a “fault standard in the commission of a wrong”
nor is international law a system of strict liability, such countermeasures taken in error,
if based on good faith, will be excused. "* The claims and counterclaims of states after
incidents of uses of military force made in error that were not considered wrongful, often
settled with an apology, as well as the decisions of tribunals in relation to countermeasures,
have suggested that states may be excused for countermeasures taken in error but based
on good faith. 3 The opposing view, accepted by the ILC and the Tallinn Manual is that
those states taking countermeasures “do so at their own risk” and will incur responsibility
if in relying on erroneous facts or legal interpretations the state conducts an illegal
countermeasure. [

In accordance with judicial precedence and the Articles of State Responsibility, there are
a number of substantive and procedural requirements for countermeasures. ' One such
substantive requirement is that the countermeasure’s sole purpose must be to get the
offending state to comply with its international obligations, discontinue its wrongful acts
and/or provide reparation; therefore, the use of countermeasures to punish or retaliate is
prohibited, can only be taken once a wrongful act has taken place, not in an anticipatory
manner, and must end when the state has complied with its obligations, which could
include making reparations. >/ In seeking compliance by the wrongfully acting state, the
state carrying out the countermeasures, when feasible, should give notice of its intent
to use countermeasures, 1> hereby providing the state an opportunity to comply. This
preference for notice, however, has been interpreted as not mandatory and will depend
on the particular circumstances. '®® If, for instance, giving notice would result in a less
effective countermeasure then notice would not be required. 5 In addition, because the
purpose of countermeasures cannot be punitive, the measures taken should be reversible,
if possible. 169

While countermeasures must be targeted only at the state responsible for the wrong-
ful act, [1*! this requirement does not prohibit countermeasures against private entities
within that state in order to get the state to change its behavior and comply with its legal
obligations. 12 Importantly, especially in the context of cyber countermeasures where
actions may inadvertently impact third states, such effects, as long as there is no breach of
a legal obligation owed to the third state, would not result in the countermeasures being
unlawful. 163!
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Commonly cited examples of non-forcible countermeasures that states have employed
include the seizure of assets of foreigners, trade embargoes, and breaches of treaties such
as bilateral aviation agreements. Examples of non-forcible cyber countermeasures could
include “blocking electronic access to a state’s bank accounts” contrary to an applicable
treaty provision. 1l Measures that have been characterized as countermeasures with
minimal force, not covered by article 2(4) under a de minimis or gravity threshold ap-
proach, include shooting across a ship’s bow in response to violations of fishing quotas,
forced landing or shooting of an aircraft within a state’s airspace without authorization,
abduction of criminals in another state’s territory without consent, and the rescue of
nationals abroad. %! As long as it has been determined that these actions would be
proportionate to the injury that was suffered, taking into consideration the principles at
stake from the wrongful act, such countermeasures carried out by cyber means would
be lawful since they do not constitute a violation of article 2(4).

Under the de minimis standard for article 2(4), an example of a lawful forcible cyber
countermeasure involving minimum force could involve the disabling of Internet access
routers of a state within that state’s territory, denying the state access to the Internet.
While this action may constitute a violation of the state’s territorial sovereignty by the
action taken in the territory of that state, it would not be covered by article 2(4) because
of the de minimis nature of the force. In contrast, a cyber countermeasure that included
the bricking or destruction of all routers in another state, causing irreversible damage to
critical infrastructure, would likely be covered by article 2(4) and, reaching the requisite
level of force, would not be permissible under the law of countermeasures.

In circumstances where a state’s reply to hostile cyber operations cannot be justified
as a lawful countermeasure, for instance, if such measures would fail to meet any of the
requirements for countermeasures, the state could still act to prevent imminent or on-
going hostile cyber operations that represent a “grave and imminent peril” to the “essential
interests” of the state pursuant to a “plea of necessity.” %! Although the plea of necessity
was once considered “marginal,” there is substantial authority for its existence from state
practice and international tribunals that have either accepted the principle as a circum-
stance precluding wrongfulness or at least not rejected it as such. ['*! Similar to counter-
measures, this concept of necessity, although not anchored in any conventional provision
of law but being in principle accepted by a growing number of states, permits a state to
escape liability under the law of state responsibility for its actions that would normally
constitute a violation of international law, whether a treaty or customary obligation. ['¢%!

While there is a recognized trend that this defense of necessity is “now coming to the
forefront of public international law, suggesting that more and more states will argue
necessity in the future. . .,” '/ necessity is controversial and has only been accepted as
an exceptional rule. In the 19th and 20th centuries, concerns raised about states abusing
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necessity by using it as a pretext to justify armed attacks against other states, result-
ed in the development of stringent requirements for the plea designed to carefully con-
strain the doctrine to a narrowly defined set of circumstances. '’ Today, it remains
unsettled as to whether necessity can be invoked to justify forcible actions that would
violate article 2(4) of the Charter, both in the context of traditional military kinetic op-
erations as well as cyber operations. "% However, for actions under a plea of necessity,
just as with countermeasures, that are forcible but not covered by article 2(4) because
of their limited intentions and purposes which bear no relation to the purposes charac-
teristic of true uses of force as meant by article 2(4), such actions under necessity could
be justified.

As distinguishable from the conditions required for countermeasures, the conditions for
the application of necessity can be divided into two categories. The first category relates
to balancing conflicting interests at stake and includes four constitutive elements: a) an
essential interest of the state invoking the necessity is at stake, b) an interest is threatened
by a grave and imminent peril, ¢) the action must be the only means to guard against the
peril, and d) the interest to be disregarded in taking the action must be of lesser value than
the interest being safeguarded. The second category includes circumstances of an absolute
preclusion to invoking the defense: when the primary rule at issue, such as the use of force
regime of the Charter, excludes the possibility of invoking the principle and when the state
whose interest is threatened substantially contributed to the occurrence of the situation
of necessity. 171

Although there is no accepted definition of what would constitute “essential interests” of
a state under international law, examples from international cases and state practice have
included issues related to a state’s security, the preservation of the state’s natural envi-
ronment or the ecological equilibrium, economy, public health, safety, and maintenance of
the food supply for the population. "2 As to the element of grave and imminent peril, what
is required is that the “peril is clearly established on the basis of the evidence reasonably
available at the time” "3'and the prohibited actions taken are to be “the only way for the
State to safeguard” its essential interests, leaving no other legitimate choices left for the
state. 74 The actions must also not affect the vital interest of any other state in a grave
and imminent way. " In other words, the interest sought to be protected by the state in
conducting the actions under the plea must be of greater importance than the other state’s
interest that will be temporarily disregarded.

In contrast to countermeasures and self-defense, actions based on necessity do not
require any initial wrongful act, and therefore attribution is not necessary.”*'In the cyber
context, given that attribution challenges persist, this may make necessity particularly
useful in the face of grave threats through cyberspace. Furthermore, unlike countermea-
sures, which cannot be invoked in anticipation of a legal obligation being breached, actions
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under necessity can take place before the culmination of the grave threat to the state’s
interests, anticipating the grave harm that will ultimately emerge. '’”! As a cautionary
note, actions under necessity have been found by courts to be permissible only under
what is considered exceptional circumstances when the situation constitutes a grave and
imminent peril to the essential interests of the acting state. (178

Although the standard for invoking necessity is high and circumstances allowing it
are exceptional, the nature of state cyber operations, in particular, those targeting critical
infrastructure, may be the circumstances that meet the high standards for necessity. In
cyberspace where threats can materialize almost instantaneously through the Internet,
bringing to a halt the functions of critical infrastructure that support essential state
functions, target states may not have the time to seek cooperative measures from other
states from which the threats emanate, or transit through, or obtain provisional measures
from a Court, to eliminate the threat. Furthermore, the states whose territory is impacted
by the impending peril may lack the means to take effective measures to stop the situation.
As an example, consider the case of highly disruptive cyber operations against a state’s
banking system that would result in the loss of critical financial services and commerce
to a state’s population. In this situation, to prevent the harm, the state may need to re-
spond immediately, without first attributing the attacks, and block access to some of its
infrastructure from specific countries which it has existing treaty obligations with that
guarantee access to the relevant infrastructure. In such a case, a justified action based on
necessity could include blocking access within the responding state or if necessary in the
territory of the other state from which the operation is emanating.

In a different context where a state discovers malware on a gas pipeline control system
in its territory, malware that is preprogrammed to be activated in the future that will re-
sult in the disruption of the system, preventing the pressure relief function from properly
working and potentially leading to a rupture of the pipeline that would jeopardize the
safety of the pipeline workers and the surrounding civilian population, actions under a plea
of necessity would likely be justified. In this case, it may be that in conducting its cyber-
security operations, the pipeline company finds and removes all of the malware that can
be removed while keeping the system operational but locates other malware that cannot be
removed without shutting down systems that are critical to the safe operation of the pipe-
line. In this case, the state could invoke the plea of necessity and take actions to eliminate
the threat or allow the company to take such actions. It may be necessary to take action
beyond the state’s borders as the only means of preventing the malware from triggering
and disrupting the pipeline operations. In the case where the blocking of IP addresses
would not be sufficient to prevent the impending harm, and there is no time or means for
the state from whose territory the command and control servers reside to take the neces-
sary measures, or the state is unwilling to take the necessary steps, a cyber response un-
der a plea of necessity could entail hacking back and shutting down cyber infrastructure
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in that territory that is being used to mount the harmful operations as long as by doing so
would not seriously impair the essential interests of any affected state. '’ In the face of
the grave and imminent, and otherwise, unavoidable danger to the essential interests of
the state from the pipeline failure, the state would be justified in violating its international
obligations owed to the other state.

In cases of cyber operations targeting critical infrastructure that would result in “severe
negative impact” on the target state’s “security, economy, public health, safety, or the envi-
ronment,” the necessity plea is available to states as a last resort and may be particularly
relevant given the nature of cyberspace and hostile cyber operations and the international
rules related to the use of force and state responsibility. '8 In circumstances similar to
the pipeline example where logic bombs are found on networks and attribution for the
implants is not possible or time does not allow for it, countermeasures will be unavailable.
Furthermore, given that current uncertainty about if and how the general principle of
sovereignty applies to cyber activities, in particular to unconsented territorial interference
in computer networks of another state, ['*!the issue of the legality of implanting malware
in another state’s infrastructure is left unclear, thereby leaving countermeasures unavail-
able without a clear prior wrongful act in the case of implanted malware. Under these
circumstances, the plea of necessity may present the only lawful option for the state in
preventing the harm to its essential interests.

CONCLUSION

Traditionally, international law maintained a strict division between war and peace,
holding inter bellum et pacem nihil est medium - there was no intermediate state between
war and peace. '®2 Of course, in those times it was seldom difficult to determine whether
armed force was being employed, triggering a state of war, and which state’s forces were
involved. Describing a very different security environment today, the 2017 U.S. National
Security Strategy (NSS) warns that the factual dividing line between peace and war has
become more difficult to determine, describing current international relations as more
of “an arena of continuous competition.” ['®3! As the former British Secretary of State for
Defense recently declared, contemporary adversaries are deliberately seeking to “blur the
lines between what is, and what is not, considered an act of war.” '#

Although determinations of the facts on the ground may be more challenging in the
context of cyber operations, where technological developments and networked communi-
cations have allowed states to more easily use proxies to disguise their actions, enabling
their hostile actions to remain below a level that would provoke a full-scale response,
the Grotian divide between war and peace still remains a vital part of the international
legal order in support of international stability. Key to the Grotian notion, however, is
clarity about the legal thresholds that divide peace from war as well as the redlines for
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the legality of actions during both times of peace and times of war. But as the NSS points
out, adversaries are exploiting existing international law principles that are ambiguous or
subject to competing interpretations in all domains as they operate on the edge between
peace and war. In doing so, they hope to avoid any serious consequences for violating the
laws that have developed through treaties and custom. Efforts to counter these threats will
require addressing these legal ambiguities that are currently inhibiting state responses
and allowing violators to escape repercussions.

As international law is sure to evolve as it has done historically in the face of new threats
and technologies, it will be for states to drive this evolution. Whether they will eventually
consent to rules within a treaty for cyber operations or not remains to be seen. The law,
however, will also evolve through the consent of states in their practices out of a sense of
legal obligation, opinio juris, which can eventually crystallize into customary international
law. Coupled with the decades of state practice of employing cyber operations in their
strategic and military activities, the recent public statements by government officials
concerning the interpretation of international law as applied to those cyber operations
serve to develop and reaffirm interpretations of international rules, tailoring them for this
domain. ['® These trends will help address the gray zone conflicts, including the cyber
operations that are part of those conflicts, and diminish the advantages adversaries are
seeking to gain in this space. In doing so, states will shrink the area of gray zone conflicts,
providing fewer opportunities for states to exploit gray zones, and generate much-needed
stability in cyberspace, support for the development of effective frameworks for national
policy, doctrine and rules of engagement for cyber operations, and enhanced deterrence
within the global cyber domain. 8, @
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national law . . . a settled practice [exists] of countermeasures by states not individually injured.”). Tallinn Manual 2.0, 132
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144. In identifying the limitations for cyber countermeasures, the Tallinn Manual 2.0 experts were unable to agree on
whether such countermeasures that triggered the article 2(4) threshold of a use of force would be lawful, Tallinn Manual 2.0,
125. See Articles of State Responsibility, art. SO(1)(a), 131 (“Countermeasures shall not affect: (a) the obligation to refrain from
the threat or use of force as embodied in the Charter of the United Nations”).

145. Tallinn Manual 2.0, Rule 22, para. 14 (“all of the Experts agreed that cyber countermeasures might not rise to the level
of an armed attack”), 126. However, because the experts could not agree on whether a forcible cyber countermeasure that
was not of the intensity of an armed attack would be lawful, there was “no limitation” on forcible countermeasures included
in Rule 22 on countermeasures in the Tallinn Manual 2.0. See Tallinn Manual 2.0, Rule 22, paras. 10-12 (“A minority of the
Experts asserted that forcible countermeasures are appropriate in response to a wrongful use of force that itself does not
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threat or use of force as embodied in the Charter of the United Nations”)
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150. Mary Ellen O’Connell, “The True Meaning of Force,” AJIL Unbound, August 4, 2014, https://www.asil.org/blogs/
true-meaning-force. Judge Simma, Oil Platforms, dissenting opinion.
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152. O’Connell, Power ¢ Purpose, 248. See also Oscar Schachter, International Law in Theory and Practice 187 (1995);
Damrosch, “Retaliation or Arbitration,” 795 (“It seems preferable to adopt a rule allowing a state to implement counter-
measures without risk of later liability when it acts upon a good faith belief that it is the victim of a breach, even though that
belief turns out to be erroneous . . .”). See also Egan Speech, 17 (“[I]nternational law generally requires [only] that States act
reasonably under the circumstances when they gather information and draw conclusions based on that information.”).

153. For a review of state practice in cases of military uses of force made in error see, Corten, Law Against War, 79-81; Air
Services, paras. 74, 77-78, 83, 90-98; Appellate Body Report, United States — Importation Prohibition of Certain Shrimp and
Shrimp Products, WT/DS58/AB/RW (Oct. 22, 2001) (The US was found to be using countermeasures inconsistent with
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154. See Tallinn Manual 2.0, Rule 20, para. 16 (“States taking countermeasures do so at their own risk”). Articles of Stute
Responsibility, 301-310 (“A State that resorts to countermeasures based on its unilateral assessment of the situation does so
atits own risk and may incur responsibility for its own wrongful conduct in the event of an incorrect assessment.”). See
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294,79, UN Doc. A/CN.4/507/Add.3 (“Countermeasures can only be taken in response to conduct actually unlawful; and
a “good faith belief” in its unlawfulness is not enough.”). The Articles of State Responsibility and the Tallinn Manual 2.0 allow
mistake for self-defense actions but not for countermeasures. See Tallinn Manual 2.0, Rule 71, para. 14 (“the lawfulness of
the response would be determined by the reasonableness of the State’s assessment as to whether an armed attack was under-
way against it.”). It would seem that given the general reversibility of countermeasures, making the harm only temporary,
the argument for mistake for countermeasures would seem even stronger more so than with acts of self-defense which can
be deadly and non-reversible.

155. Gabcikovo —Nagymaros, paras. 82-87 (setting down four elements of a lawful countermeasure: 1) it must be taken in
response to a prior wrongful international act, 2) the injured state must call on the state conducting the wrongful act to stop
or to make reparations, 3) the effects of the countermeasures must be commensurate with the injury suffered, and 4) the
purpose must be to induce the other state to comply with its legal obligations.). For a discussion of the list of restrictions on
countermeasures in the cyber context see Michael N. Schmitt, “’Below the Threshold” Cyber Operations: The Counter-
measures Response Option and International Law,” 54 Virginia Journal of International Law 3, 697-732 (2014) [hereinafter
Schmitt, Countermeasures]. Under Article S0(1) of the Articles of Stute Responsibility, another requirement is that certain
obligations cannot be affected by countermeasures, to include obligations related to the protection of human rights (art.
50(1)(b)) and obligations related to the inviolability of diplomatic or consular agents, premises, archives and documents (art.
50(2)(b)) and other preemptory norms.
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166. Articles of State Responsibility, ch. V, art. 25. Tallinn Manual 2.0, 135.

167. See Russian Indemnity (Russia v. Turkey), November 11, 1912, 12 RIAA 44; Gabcikovo —Nagymaros, 7; M/V SAIGA (No.
2), (Saint Vincent and the Grenadines v. Guinea), International Tribunal for the Law of the Sea (1999), 38 ILM 1323.

168. Articles of Stute Responsibility, art. 25 (stating that necessity may negate state responsibility if the act “(a) is the only

way for the State to safeguard an essential interest against a grave and imminent peril; and (b) does not seriously impair an
essential interest of the State or States towards which the obligation exists, or of the international community as a whole.”).
See also Gabcikovo —Nagymaros, paras. S1, 52 (“the state of necessity is a ground recognized by customary international law
for precluding the wrongfulness of an act not in conformity with an international obligation.”). Legal Consequences of the
Construction of a Wall in the Occupied Palestinian Territory, Advisory Opinion, 2004 1.C.]., 136, 9 140 (July 9) (In applying the
defense of necessity under customary law, the ICJ notes that it only applied in “strictly defined conditions.”). The arbitral
tribunal constituted to hear the Sempra Energy International v Argentine Republic case, in its 2007 award, considered the
customary international law status of article 25 of the State responsibility articles on Necessity and concluded that art. 25
reflected customary international law on the issue, stating, “This not to say that the Articles are a treaty or even themselves
a part of customary law. They are simply the learned and systematic expression of the law on state of necessity developed by
courts, tribunals and other sources over a long period of time.” ICSID, Sempra Energy International v Argentine Republic, Case
No ARB/02/16, award, September 28, 2007, para 244.

169. Jens David Ohlin and Larry May, Necessity in International Law (Oxford University Press, 2016), 39.

170. Yearbook of the ILC, Report of the International Law Commission on the work of its fifty-third session, A/CN.4/
SER.A/2001/Add.1 (Part 2), art. 25, at 80, para. 14 of commentary, http://legal.un.org/ilc/publications/yearbooks/
english/ilec_2001_v2_p2.pdf.

171. On this point, the final version of the Articles of State Responsibility were silent noting that it was an issue to be dealt in
accordance with a review of the relevant primary rules, such as article 2(4) of the Charter. See Articles of Stute Responsibility,
Commentary to art. 25, para. 21. The Tallinn Manual experts were unable to reach a conclusion on the issue. Tallinn Manual
2.0, Rule 26, para. 18, 140. See Report of the ILC, 32nd Session, ILC Yearbook 1980, Vol. 11 (1), 1, 43, para. 23 (“certain
actions by States in the territory of other States which, although they may sometimes be of a coercive nature, serve only
limited intentions and purposes bearing no relation to the purposes characteristic of a true act of aggression.”).

172. Articles of Stute Responsibility, art. 25.
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Cybersecurity Architectural Analysis
for Complex Cyber-Physical systems
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ABSTRACT

n the modern military’s highly interconnected and technology-reliant operational

environment, cybersecurity is rapidly growing in importance. Moreover, as a

number of highly publicized attacks have occurred against complex cyber-

physical systems such as automobiles and airplanes, cybersecurity is no longer
limited to traditional computer systems and IT networks. While architectural analysis
approaches are critical to improving cybersecurity, these approaches are often poorly
understood and applied in ad hoc fashion. This work addresses these gaps by answer-
ing the questions: 1. “What is cybersecurity architectural analysis?” and 2. “How can
architectural analysis be used to more effectively support cybersecurity decision making
for complex cyberphysical systems?” First, a readily understandable description of
key architectural concepts and definitions is provided which culminates in a working
definition of “cybersecurity architectural analysis,” since none is available in the liter-
ature. Next, we survey several architectural analysis approaches to provide the reader
with an understanding of the various approaches being used across government and
industry. Based on our proposed definition, the previously introduced key concepts,
and our survey results, we establish desirable characteristics for evaluating cyber-
security architectural analysis approaches. Lastly, each of the surveyed approaches
is assessed against the characteristics and areas of future work are identified.

Keywords—cybersecurity; architectural analysis; system architecture; systems
security engineering; complex system security
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[. INTRODUCTION

The cybersecurity threat is one of the most seri-
ous economic and national challenges we face as a
nation—economic prosperity in the 21st century
depends on cyber™. Cyberattacks have grown in
frequency and complexity, and it is now common-
place to hear of widespread cyberattacks on pers-
onal computers, webservers, and even large com-
pany and government personnel databases . More-
over, as the Internet of Things (IoT) continues to
grow, the centrality of cyber-physical devices to
modern life is increasingly important *l. Previously,
cyber-physical systems such as automobiles and
airplanes were relatively simplistic. Astonishingly,
the 2017 Ford F-150, a relatively common vehi-
cle, has over 150 million lines of code ™, demon-
strating the complexity of modern systems when
software is at the core of functionality . For
these cyber-enabled systems, adversaries are
challenging traditional assumptions that systems
are secure due to their relative isolation and unique-
ness. Recent examples include a widely-publicized
hacking demonstration against a Jeep Cherokee [,
claims of hacking a commercial airliner !, and
comprehensive reports of vehicle vulnerabilities B,
In light of this growing threat, it is critical to analy-
ze modern weapon systems for cybersecurity vul-
nerabilities as directed by the United States
Congress to mobilize industry to counter these
attacks .

Recent Department of Defense (DoD) policy up-
dates have expanded the traditional IT security ap-
proaches and mandated cybersecurity assessments
for cyber-enabled weapon systems % 10 1111 (12
These revisions dictate that acquisition programs
integrate cybersecurity efforts into existing sys-
tems engineering processes, and work to ensure
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cyber considerations hold equal footing with other
requirements and design trade-offs at major acqui-
sition milestones 13,

For highly complex systems, including DoD weap-
on systems, architectural analysis is a critical en-
abler to effective cybersecurity; however, archi-
tectural analysis approaches are often poorly under-
stood and applied in ad hoc fashion. This work ad-
dresses these gaps by answering the questions:

1. “What is cybersecurity architectural analysis?”

2. “How can architectural analysis be used to more
effectively support cybersecurity decision mak-
ing for cyber-physical systems?”

This paper examines and proposes answers to the
above questions. In Section II, we provide a readily
understandable discussion of key concepts and def-
initions. Section III expands on this foundation and
surveys several cybersecurity architecture analy-
sis approaches from government and industry. In
Section IV, desirable characteristics for architec-
tural analysis for cybersecurity are identified and
mapped to the approaches from Section III. Lastly,
Section V summarizes key findings and identifies
promising follow-on research areas for increasing
the effectiveness of cybersecurity architectural
analysis of unprecedented systems, specifically
modern complex cyber physical systems.

IT. FOUNDATIONAL CONCEPTS AND DEFINITIONS

This section provides a brief historical context
for system-level architectural analysis and, more
formally, discusses key definitions for cybersecurity
architectural analysis.

A. Brief History of System Architecture

Much of the seminal work in the field of architec-
ture analysis was accomplished by Zachman, who
proposed the first system architecture—a logical
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construct for integrating the complexities of mod-
ern information systems 'Y, Similarly to the varying
levels of abstraction in physical construction plans,
Zachman argued that system architectures should
be composed of many perspectives in varying levels
of detail. Moreover, he insisted that these perspec-
tives (or views) be synchronized across the system,
forming one integrated architecture.

Sowa expanded Zachman’s work to form the In-
formation Systems Architecture (ISA) framework '),
Shown in Fig. 1, the ISA employs six interrogatives
(what, how, where, who, when, and why) across five
levels of detail (scope, business, system, technology,
and detailed representations) as a means of ex-
pressing relationships to guide complex system
development 9, In this way, the ISA offers a simpli-
fied approach to compare and elaborate on the de-
sired capabilities, requirements, components, and
functions in an integrated enterprise-level model
which enables effective decision making. Note, not
all 30 conceptual graphs are required; thus, the
ISA is also tailorable. Since its inception, the ISA
(commonly known as the Zachman Framework) has
been a popular choice for system architects—it has
been widely used by system architects for decades,
while several other system-level frameworks have
incorporated or adopted its tenets ['7].

B. Key Definitions

Here we discuss definitions for key terminology
used in this work (i.e., “cybersecurity,” “architect-
ure,” and “analysis”). First, the term “cybersecurity”
should be addressed because it is generally the most
poorly understood (see sidebar in!¢). Within the
DoD, cybersecurity is formally defined as:

The prevention of damage to, protection of, and
restoration of electronic systems to ensure its
availability, integrity, authentication, confidenti-
ality, and nonrepudiation %,
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Row 1 - Scope
Extemal Requirements and Drivers
Business Function Modeling

Row 2 - Enterprise Model
Business Process Models

Row 3 - System Model
Logical Models
Requirements Definition
Row 4 - Technology Model
Physical Models
Solution Definition and Development
Row 5 - As Built
As Built
Deployment
Row 6 - Functioning Enterprise
Functioning Enterprise
Evaluation

Figure 1. The Zachman Framework for Enterprise Architecture 4.

Despite being often cited, this definition tends to cause confusion because it is packed
with domain-specific IT jargon: availability ensures the system is usable as anticipated;
integrity is the protection from unauthorized modification; confidentiality is keeping
data private; authentication is a validation of the claimed identity; and, nonrepudiation is
the ability to prove that an action has taken place. While seemingly comprehensive, the
DoD definition is somewhat hindered with legacy terminology; a more practical (i.e., a
working) definition of cybersecurity might simply seek to protect critical systems against
cyber-based threats 2!,

The next key term to define is “architecture” (note, we interpret “architecture” synony-
mously with “system architecture” and/or “system-level architecture”). Perhaps the most
classically understood definition of architecture is provided by Maier and Rechtin:

Structure in terms of components, connections, and constraints of a product, process,
or element 12",

This definition offers a holistic view of the system of interest to include technological
aspects as well as non-technological aspects, such as processes. In the simplest terms, an
architecture merely provides a means for viewing the system of interest from different
perspectives. Conversely, in a somewhat physically-driven characterization, ISO/IEC/IEEE
42010 provides the following definition for architecture:

The fundamental organization of a system, embodied in its components, their relation-
ship to each other and the environment, and the principles governing its design and
evolution 122,
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Somewhat surprisingly, the DoD provides a progressive definition of system architecture:

A set of abstractions (or models) that simplify and communicate complex structures,
processes, rules, and constraints to improve understanding and implementation (2%,

In addition to being readily understandable, this definition alerts the reader to the in-
trinsic value offered by such architectures in that they serve to simplify communication
with, and improve understanding of, key stakeholders (not just engineers). Moreover, this
definition implies that architectures are intended to improve the system’s implementation.
While these value-rich aspects of the definition are a bit atypical, they are useful for help-
ing others to understand what an architecture is and does.

Lastly, the task of identifying a formal definition of “analysis” within the context of
a “system architecture” proved more difficult than previous definitions. Often a systems
architecture will center on an integrated model of entities and the relationships between
them; architectural models serve as a vehicle to bring order, and thus understandability,
to the growing complexity associated with complex systems. An architecture-focused def-
inition may read as such:

Architectural analysis is the activity of discovering important system properties using
conceptual and physical models of the system of interest 2.,

However, an architecture’s purpose is to increase understanding and facilitate better
engineering choice ). This two-fold purpose is acutely stated by Crawley et al.:

Architectural analysis focuses on understanding both the architecture’s function and
form to support decision making 124,

It is worth noting the closely related concept of architecture trade-off analysis, which
focuses on evaluating and comparing alternative architecture-level designs and attributes
(e.g., modifiability, security, performance, reliability, etc. 7.

C. Cybersecurity Architectural Analysis Working Definition

Ultimately, architectural analysis identifies trade-off points among system attributes
and facilitates communication among stakeholders (e.g., customers, developers, operators,
maintainers). System-level architectural analysis requires consideration of various mis-
sions, essential functions, potential components, and desirable attributes, which help to
clarify and refine stakeholder needs and, later, requirements. Moreover, integrated archi-
tectural analysis provides a robust framework for ongoing and concurrent system design
and analysis.

Specific to the cyber domain, architectural analysis should be used to understand cy-
ber dependencies within the functions and form of the system to enable well-informed
decisions. This type of structured analysis brings an otherwise unmanageable amount of
information under control in support of system security requirements 28, Architectural
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analysis enables system-level programmatic risk management by providing context and
functional mapping to the various physical elements of the system. Thus, cybersecurity
architectural analysis allows appropriate security mitigations to be applied where needed
with rigorous justification.

After considering seminal definitions in the area, and working through the various
architectural analysis approaches discussed in Section III, we present a working definition
of cybersecurity architectural analysis for consideration:

The activity of discovering and evaluating the function and form of a system to
facilitate cybersecurity decisions. "

This definition identifies two key activities, discovery and evaluation, while simultane-
ously catering to both new development (i.e., a focus on desired capability through func-
tionality) and legacy systems (i.e., a focus on existing system solutions). For new devel-
opments, discovery typically implies exploring the business or mission problem space to
further understand the desired capability through functional analysis. For existing sys-
tems, this process is often conducted in reverse, mapping critical subsystems back to criti-
cal functions which support important business operations or mission execution. It is also
worth noting that cybersecurity architectural analysis should also help with identifying
and understanding how security requirements support the desired capability, which also
provides traceability that is often lacking in systems security efforts.

As part of the broader system definition and development effort, cybersecurity architec-
tural analysis should help inform engineering tradeoffs and decision making such as those
processes and activities described in ISO/IEC/IEEE 15288.

[II. CURRENT CYBERSECURITY ARCHITECTURAL ANALYSIS APPROACHES

In this section, we survey architectural analysis approaches and assess their applicabil-
ity for complex system cybersecurity. Within the DoD (and its major defense contractors),
several approaches (i.e., methods, processes, and tools) have been developed to secure and
assess the cybersecurity of complex systems and systems-of-systems. While providing a
detailed case study for each approach surveyed in this work would be ideal for a robust
assessment, it is just not feasible as some approaches take months if not years to complete.
This survey is based on publicly available literature and presentations that focus specifi-
cally on architectural analysis for weapon systems.

The predecessor for many cybersecurity architectural analysis approaches is compli-
ance-based Information Assurance (IA), which focuses almost exclusively on applying
security controls to computer networks and IT systems. For complex systems, this ap-
proach is inadequate as demonstrated by several high profile security breaches #%. This
inadequacy has driven the development of many of the approaches described in this work.
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A. Department of Defense Architectural Framework (DoDAF)

The integrated architecture currently in use by the DoD is the DoD Architecture Frame-
work (DoDAF). Its purpose is to manage complexity to enable key decisions through or-
ganized information sharing?®. However, in DoDAF, like many other architecture frame-
works, security (or cybersecurity) is not specifically addressed ©%. James Richards, in his
work Using the Department of Defense Architecture Framework to Develop Security Re-
quirements ?® proposes a methodology for using DoDAF to derive security requirements.
He outlines a process of first building an architectural model of the enterprise, focusing
on a core set of views including the OV-5b operational activity model, the DIV-2 logical
data model, and the OV-3 operational resource flow matrix. These critical views are used
to model security-relevant processes, data, business rules, and communications. Next, he
suggests comparing views for compliance and then assessing and refining the architecture.
The overall purpose of Richards’ approach is to use DoDAF to expose or derive security
requirements ?®1, This approach has not been widely adopted, but his work demonstrates
utility for complex cyber-physical systems.

B. Unified Architecture Framework (UAF)

In contrast to the unique solution DoDAF, industry has developed the Unified Archi-
tecture Framework (UAF)B". Based on industry need, the UAF includes a formal secu-
rity domain amongst the more common architectural views. The UAF security domain
includes views for security taxonomy, structure, connectivity, processes, constraints, and
traceability. More specifically, it uses Systems Modeling Language (SysML) class diagrams
to identify data types and map them to protections and security controls. As an integrat-
ed architecture, it allows security-relevant elements to be mapped to system resources
and operations. UAF also capitalizes on the success of model-based sytems engineering
(MBSE) efforts to depict and analyze the security properties of a simulation oriented
language (Sol) via an executable architecture. Note, UAF is in the final stages of devel-
opment, so its utility has yet to be fully realized; however, some pathfinder examples of
proposed security views demonstrate utility for conducting cybersecurity architectural
analysis of complex cyber-physical systems 2,

C. Publically Available Industry Efforts

Major defense contractors often use custom architectural analysis approaches to design
and evaluate their system architectures concerning cybersecurity. Although it is likely
that most large DoD contractors are working solutions in this area; at the time of this
survey, the authors were only exposed to efforts from Raytheon, Northrop Grumman, and
Lockheed Martin. Note, Raytheon’s Cyber Resiliency Architecture Framework (CRAF) was
the only approach with a detailed open-source publication available. Limited information
is available on Northrop and Lockheed’s approaches.
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Raytheon developed CRAF using a DoDAF reference architecture with extensions for
specific cyber resilience mappings and metrics %, The goal of CRAF is to assess and iden-
tify gaps in cyber resiliency by mapping systems, subsystems, and components against
prioritized capabilities to identify resilience requirements for critical mission scenarios.

Using failure modes and effects analysis, Northrop Grumman created a risk-based as-
sessment methodology using an integrated architecture modeled in the new UAF to identify
cyber risks for their systems®?. This approach is still under development and is one of
the first systems security efforts based on the upcoming UAF standard security views from
the Object Management Group (OMG).

Lockheed Martin has created a custom solution titled the Secure Engineering Assurance
Model (SEAM) B4, SEAM is a tailored systems security engineering approach to integrate
security into every solution they deliver. This framework provides tailored security consid-
erations and checklists for each program area.

D. Risk Management Framework (RMF) for Cybersecurity

In response to increasing risks against critical infrastructure and information technol-
ogy systems, the US government enacted the Federal Information Security Management
Act of 2002 which established minimum information security requirements for federal
information systems, and charged the National Institute of Standards and Technology
(NIST) with developing security standards and guidelines to address these growing
risks B, In response to this requirement, NIST created the Risk Management Framework
(RMF) which provided a structured yet flexible process for applying these standards and
guidelines®, Accordingly, RMF is the mandated approach for addressing cybersecurity
in the DoD!'". In general, this approach applies a prescriptive risk-based methodology to
cybersecurity with the goal of identifying, mitigating, and eliminating system vulnerabili-
ties to protect systems from unauthorized access, use, disclosure, disruption, modification,
or destruction. Within the U.S. Air Force, the Air Force Life Cycle Management Center
is tasked with conducting RMF for legacy weapon systems (designated as the Platform
IT (PIT) systems)®”.. This PIT assessment and authorization process consists of six-steps
described in the next paragraph '3

First, the team must categorize the PIT system according to the information displayed,
processed, stored, and transmitted along with the classification of the information and as-
sociated technologies. Second, security controls are selected (or assigned) based on the im-
pact resulting from the loss of said information (i.e., criticality analysis)['?. The third step
is implementing said controls with consideration for cybersecurity requirements across
the entire system development life cycle—although security controls have been historically
applied to IT systems, many have been tailored for PIT systems with prescribed over-
lays I, The fourth step is key to the RMF process and assesses the effectiveness of applied

SUMMER 2018 | 123



CYBERSECURITY ARCHITECTURAL ANALYSIS FOR COMPLEX CYBER-PHYSICAL SYSTEMS

security controls through threat mapping and vulnerability analysis. On a related note,
much of the security work conducted today is exclusively focused on this step. Based on
the identified vulnerabilities, the fifth step is to produce a risk assessment and mitigation
plan, which is then briefed to the Authorization Official for authorization. The sixth step
of the RMF process is continuous monitoring of the system with respect to cybersecurity.
As the system and threat environment evolve, security control effectiveness needs to be
continuously assessed while keeping in mind future changes and cybersecurity impact.

The RMF is the mostly widely implement approach of those surveyed as it is mandatory
for DoD information systems to receive an authorization to operate. While this approach
has mitigated vulnerabilities, many cite its perceived difficulty, steep learning curve, and
IT-centric focus as currently implemented as critiques in its utility for complex cyber-
physical systems.

E. Avionics Cyberspace Vulnerability Assessment and Mitigation (ACVAM) and Cyber
Hardening Efforts

The Air Force Research Laboratory (AFRL), in conjunction with the Air Force Institute
of Technology’s (AFIT) Center for Cyberspace Research, developed an Avionics Cyberspace
Vulnerability Assessment and Mitigation (ACVAM) Workshop ¥, This weapon-system-
specific workshop teaches a thorough analysis approach by systematically identifying and
assessing all external inputs and communications paths to and from a weapon system
(i.e., an exhaustive boundary analysis of the system’s architecture). The primary activities
include gathering information, identifying and analyzing access points, finding and ana-
lyzing susceptibilities, anticipating attacks, and applying and recommending mitigations
and protections. The ACVAM approach requires extensive subject-matter expert (SME)
involvement, access to design documents, and detailed operator insight to discover suscep-
tibilities and determine appropriate mitigations to increase mission assurance by eliminat-
ing or reducing vulnerability to cyberattacks. "

Additionally, AFRL is developing enhanced cyber hardening tools and resiliency instruc-
tions %, While specific details are not publicly available, the cyber hardening approach
was recently briefed to the defense community at large ®. In general, this approach de-
scribes avionics cyber hardening and resiliency concepts and suggests ways to protect
avionics and related systems from cyberattack. Moreover, this approach encourages engi-
neers to ‘think avionics cyber’ using three tenets of cyber protection: focus on what’s criti-
cal; restrict access to the critical; and detect, react, and adapt*'. These approaches provide
a robust analysis but require technically savvy domain experts to execute, which restricts
its utility for a larger group of complex systems.

FE. Attack Path Analysis via Automotive Example

Historically, attack path analysis has served the security community well *?, In a great
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example from the automotive domain, Checkoway et al., provide a practical attack path
analysis and comprehensive discussion which solidifies the importance of threat model-
ing as a cybersecurity architectural analysis technique®. While this specific example is
automobile-centric, many similarities are shared between cyber-physical systems. More
specifically, the work details a four-step method of analyses. First, threat model character-
ization is accomplished through identification of external attack vectors and attack surfac-
es. Second, vulnerability analysis addresses the accessibility, criticality, and exploitability
of potential vulnerabilities. Third, a threat assessment attempts to gauge the attacker’s
motivation by answering the question of what utility a given attack path has for the attack-
er. Finally, the approach suggests mitigation actions by synthesizing similarities among
vulnerabilities to provide practical recommendations for enhancing the system’s cyberse-
curity.

G. System Theory Process Analysis for Security (STPA-Sec)

In recent work, MIT’s System Theory Process Analysis (STPA) approach for safety was
extended to focus on security related concerns, known as STPA-Sec %!, The goal of this ap-
proach is to ensure mission-critical functions are maintained in the face of disruption(s).
Starting from a strategic viewpoint, system developers and users can proactively shape
the operational environment by controlling specified mission critical system risks. This
top-down approach elevates the security problem from guarding the system (or network)
against all potential attack paths to a higher-level problem of assuring the system’s critical
functions. The STPA-Sec steps include: identifying unacceptable losses, identifying system
hazards (vulnerabilities), drawing the system functional control structure, and identifying
unsafe or insecure CAs*¥. This method has been embraced by defense and commercial
industries with several favorable case studies “*!,

H. Functional Mission Analysis for Cyber (FMA-C)

The DoD has adopted Functional Mission Analysis for Cyber (FMA-C) as an approach to
secure operational computer networks **!, FMA-C is being taught to thousands of airmen to
assure critical cyber systems and reduce vulnerabilities. While the structure and content
of FMA-C are similar to STPA-Sec, its application is tailored to As-Is Information Technol-
ogy infrastructures. In practice, Air Force Mission Defense Teams apply FMA-C to fielded
cyber systems to identify mission-critical vulnerabilities. It has proved to be a useful tool
for understanding and mitigating risks in traditional cyber (i.e., ICT) domains.

L. Other Notable Methodologies

As previously noted, other methodologies and frameworks for systems-level security
analysis are sure to exist which are not covered in this work. A few notable works focused
on mission assurance are available here “¢ #7148 and on software here 471, 159,
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IV. DESIRABLE CHARACTERISTICS FOR CONDUCTING CYBERSECURITY
ARCHITECTURAL ANALYSIS

This section identifies desirable characteristics for cybersecurity architectural analysis
and cross-examines the approaches discussed in Section III.

A. Cybersecurity Architectural Analysis Characteristics

The first characteristic is definitional and classifies approaches as either top down or
bottom up. Those defined as top down start with analysis at the function level with iden-
tification and examination of critical missions and/or capabilities—sometimes operations
depending on how the approach is being applied. As is typical of architecting for new sys-
tems (and sometimes upgrades), higher-level functional analysis leads to further function-
al decomposition and allocation to a more specific form (e.g., lower subsystems, elements,
or components). These approaches lend themselves to the identification of stakeholder se-
curity needs, early trade-offs, thorough security requirements definition, and integration
of more holistic security solutions 7!,

Conversely, bottom-up approaches begin with the form in mind (i.e., the physical or
technological solution) and often focus on perimeter security through boundary analy-
sis 5", While this approach successfully identifies vulnerabilities in networked compo-
nents, it is often less useful for protecting systems from intelligent adversaries. For exam-
ple, Bayuk and Horowitz ®? surmise that perimeter defense tactics are mostly ineffective,
and conclude that a top-down, risk-based systems engineering approach to system security
should be used instead.

The next key characteristic is whether the approach should be driven by threats or
vulnerabilities. Prior research suggests that the foundation for improving system security
starts with an analysis of potential threats, which leads to more appropriate security
requirements for implementation 4. This is intuitive; without first understanding the
adversary—system-specific threats (and their rapid agility)—it is difficult, or impossible, to
defend against them. Understanding and modeling the threat becomes a critical prerequi-
site for generating and developing secure systems %, Once the model has been developed
and validated, vulnerability analysis is the logical follow-on. With the threats understood,
the system architecture can be analyzed for vulnerable access points through techniques
such as attack path analysis and/or red teaming.

While acknowledging the rapidly changing nature of threats, the exercise of red teaming
and brainstorming potential attack paths is a helpful critical thinking exercise for ensur-
ing sound cybersecurity practices. Moreover, threat modeling and vulnerability analysis
typically form the foundation for cybersecurity architectural analysis. While threat model-
ing alone does not ensure cybersecurity, rigorous threat modeling and vulnerability anal-
ysis are helpful for ensuring the security of realized systems. However, more focus should
be applied to providing security solutions and not just focused on identifying problems.
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In today’s highly-contested cyberspace environment, documentation-based engineering
is largely ineffective against dynamic adversaries 2. Developing a successful response to
a dynamic adversary necessitates the tools and methods used to develop countermeasures
be, in kind, dynamic. In response to these complexities, Model-Based Systems Engineering
(MBSE) offers an integrated modeling approach capable of mapping desired capabilities
to functions (and even components), as well as providing traceability and fit-for-purpose
views to enable more effective decision-making 4. In a recent effort, Apvrille and Roudier
proposed SysML-Sec, an injection of security considerations into SysML to foster integra-
tion between system designers and security experts . SysML-Sec and more generally
MBSE approaches enable security-focused computer simulations of a potential system ar-
chitecture. These executable architectures provide tremendous value by providing insights
into early design trade-off analysis ®¢. While MBSE requires significant initial investment
in tools and training, it significantly increases the depth of possible architectural analysis,
especially in executable architectures.

B. Assesment of Architectural Analysis Approaches

Table I provides a consolidated assessment (i.e., a mapping) of the proposed architectural
analysis characteristics to the surveyed approaches from Section III. This mapping seeks
to provide a consolidated reference for differentiating approaches to inform the user and
assist in selecting an appropriate cybersecurity architectural approach which meets the
stakeholders’ needs. Consideration is given to each approaches’ usability, scalability, and
tool availability. The ideal approach will also easily facilitate modeling and simulation stud-
ies to perform early design feasibility studies and support trade-off analysis (i.e., MBSE).

In general, bottom-up approaches are relatively systematic; however, historically they
have not produced secure systems and tended to scale poorly. Top-down approaches have
the benefit of being more scalable, but they often require a high level of tool proficiency
to effectively model (thus, the potential of MBSE to systems security is largely missed).
While vulnerability analysis is inherent in every approach, a threat- based approach is less
so. This aspect is crucial because effectively safeguarding unprecedented, and complex
systems require more than a good architectural tool or technique - a holistic engineering
approach that embraces all aspects of security (e.g., people, processes, policy, technology,
feasibility, cost, etc.) is required 71,58,

V. CONCLUSIONS AND FUTURE WORK

The practice of architectural analysis is not new; however, in the context of complex
cyber-physical systems, the role of architectural analysis with respect to cybersecurity is
not well understood. Moreover, given cybersecurity’s widespread interest, it was surprising
to find a general lack of understanding or consistency regarding what it means to conduct
architectural analysis for cybersecurity while surveying the literature. Thus, this work
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Top Bottom | Threat | Vul. MBSE MBSE Tool
Down Up Driven | Based Integrated | Executable | Based
DoDAF+ : 4
Richards X X X X X
(RAF X' X X X X X
UAF Security X X X X4 X
ACVAM X X X
STPA-Sec X2 X
RIF X? X X X3

1. Promotes a top-down approach after mission functions are identified (i.e., does not include mission thread analysis).
2. Approach begins at a higher level than other approaches examined (i.e., includes mission thread analysis) and
includes lower level analysis.
3. Suggests using MBSE, but not required and often not considered.
4. Would require pairing with additional modeling and simulation plugin.
5. RMF is intended to be a top-down approach but is often applied bottom-up using security control compliance
based on system type.

Table 1: Architectural Approaches to Characteristics Mapping

briefly surveys key architectural analysis concepts and provides a timely and widely
applicable working definition of “cybersecurity architectural analysis” for the community
to consider. Next, a survey of several cybersecurity architectural analysis approaches from
industry and government is provided, along with an assessment of their applicability
for complex cyber-physical systems according to several desirable characteristics. These
results help practitioners and researchers understand how to achieve more effective
cybersecurity architectural analysis efforts to develop secure systems according to stake-
holders needs.

While there are several promising cybersecurity architectural approaches, each with
unique aspects to be more fully explored, standardized approaches such as UAF paired
with MBSE hold promise and have a wider acceptance than some alternatives. In the near
term, the authors have chosen to explore STPA-Sec to more fully understand its utility as
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a relatively simple architectural analysis approach to assist in the development of safe,
secure, and resilient military systems. Specifically, the authors are executing a detailed
case study for a next-generation aircraft refueling system. This case study focuses on
understanding the utility of the STPA-Sec approach for eliciting cybersecurity and resil-
iency requirements when developing complex military systems (i.e., unprecedented cyber-
physical systems of systems). Ultimately, continued research in this field will enable more
effective and efficient cybersecurity architectural analysis for complex systems regardless
of the application domain.
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hrough a concise and straightforward narrative, Dr. Alison Lawlor Russell
outlines the major issues threatening the United States cyber system through
the lens of an A2/AD perspective. Alison Russell is an Assistant Professor of
Political Science and International Studies at Merrimack College.

How can the people of the United States defend their land and physical assets? This
traditional question applies not just to American citizens, but to people across the world
and throughout history. A recurring answer is the principle of Anti-Access/Area Denial
or A2/AD.

The A2/AD strategy is defined as refusing “movement to a theater (anti-access), while
[area denial] affects movement within a theater.” Putting these ideas into context, A2
would be the US blocking the Soviet Union’s access to Cuba with a naval quarantine;
AD would be hampering the enemy’s ability to maneuver in the Mekong Delta, such as
guerilla tactics against US forces in Vietnam.

These strategies represent some of the traditional levels of conflict in cutting
communication lines or sequestering the opponent. The world, however, is changing,
and conflict changes with it. Cyberspace now plays a crucial role not just in economic
and social situations, but also in military communications.

Dr. Russell, in Strategic A2/AD in Cyberspace, discusses these concepts and defines
cyberspace as one of the current centers of gravity around which global strategy now
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orbits. The Internet, Dr. Russell states, is a signif-
icant vulnerability to American society as the pri-
mary communications network used for daily life.
Within this vulnerability, however, lies the oppor-
tunity to leverage power against opponents. Here,
Dr. Russell focuses her research entirely on the
growing importance of cyberspace and its implica-
tions for the global balance of power.

The book is less convincing when it goes through
different layers of the Open Systems Interconnec-
tion model (OSI model) and puts each layer into the
A2/AD context, which might work as a systematic
way to approach the topic, but does not carry the
discourse the whole way forward. The Internet is
designed to trace new routes in a degraded environ-
ment, as its core design was tailored to ensure the
survivability of information resources in a nuclear
war, so the question is whether an adversary could
be in total command of the physical layer—the
Internet conduit—to execute A2/AD operations. Dr.
Russell’s Strategic A2/AD in Cyberspace has merits
in the discourse on whether previous A2/AD dis-
cussions have a bearing on cyber and provides a
good understanding of how and why A2/AD might
be relevant to cyber. The book projects a strategic
outlook—the national security perspective—but re-
peatedly dips into tactical territory, discussing cyber
hygiene and minor events. Of the concerns raised
in the book, three stand out as highly relevant to-
day: satellites, undersea cables, and electromagnetic
pulses. All three are known concerns, but Dr. Rus-
sell puts them in another context that is worthy of
reflection.

Dr. Russell proposes policy and strategic guide-
lines to help ensure the United States is well pre-
pared for any attack on its most crucial communica-
tions network, and can deter cyber aggression in the
future. The book’s weakness is that the policy advice
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is generic, and does not add any new viewpoints to
the discourse; an example is that there should be
investments in the robustness and resilience of the
critical infrastructure.

Alison Russell’s Strategic A2/AD in Cyberspace
is worth reading as a short commentary on A2/AD
reasoning and serves that purpose well, but its con-
tribution to the cyber discourse is limited. @
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